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Introduction

Every day, your students are immersed in data, whether they’re reading their textbooks, viewing infographics in their social media feed, or making sense of the day’s news with their families. Data — millions of little “bits” of numbers and information — may be collected, aggregated, and analyzed to determine which coupons their family receives when they show their customer card at the grocery store, whether their family qualifies for a mortgage, the level of energy efficiency in their home, or even what election ads they see on Facebook.

Knowing how to recognize the role data plays in their lives is critical to navigating today’s complex world. Yet few high school students are exposed regularly to the kinds of practice with statistics, visualizations, and real-world issues — particularly in the digital age. Graphs in math class, where the y-axis always starts at zero, don’t always function the same way in news stories, where the y-axis may be truncated to fit in limited space. If students don’t know to “stop, look, and listen” when they confront even the simplest visualizations, their prior experience may contribute to misunderstanding. We assume that today’s students can move fluidly between online sites and portals, but they may not realize that their Facebook posts are being scanned by algorithms to determine what they see in their feed. The ease with which our thermostats, exercise trackers, and Instagram accounts collect information about us belies the reality that they may be used to construct hidden profiles about who we are, what we value, and where we shop. Daily, we leave behind bread crumb trails that can be used to adjust the pricing of our merchandise, airline tickets, and more.

Data literacy — the ability to “read” and “write” effectively with data — is critical to success in the 21st century. We want our
high school students to graduate being able to understand and make conscious choices about the ways in which they approach data. We recognize that data is not constrained to any particular subject area: in fact, it pervades all subject areas. Additionally, the high school day is tightly regimented, with little room to add coursework in data literacy. We saw a need for nimble just-in-time interventions, mini-lessons, and other strategies that librarians and their classroom colleagues could insert into existing curriculum.

With that in mind, we launched the project Supporting Librarians in Adding Data Literacy Skills to Information Literacy Instruction. Made possible in part by the Institute of Museum and Library Services RE-00-15-0113-15, our goal was to develop the capacity of high school librarians and others to gain skills that they could deploy as-needed across curriculum areas and beyond the classroom and into the wild.

Beginning in 2015, we convened conversations between those who were already fluent in data skills and highly-skilled curriculum leaders to work on three projects:

» **The 4T Virtual Conference on Data Literacy**
(http://dataliteracy.si.umich.edu/conference), was a pair of free online conferences for high school librarians and educators (and, as we discovered, over 80 other types of professionals!). In 2016 and 2017, topics included data and voting, basic statistics strategies, sources of raw data, infographics creation, citizen science as a pro-social use of Big Data, personal data management, and more.

» **Creating Data Literate Students**
our experts unpacked their experiences navigating data with high schoolers. Chapters ranged from a discussion of the most valuable statistical strategies to teach to how to create engaging infographic units to how to find data and conduct basic analysis with Microsoft Excel.

This book, in which we focus on building the professional learning of high school librarians and educators.

The book you are reading now is divided into two sections.

In Part I, you’ll be able to access the archived sessions from the 2016 and 2017 4T Virtual Conference on Data Literacy. We’ve designed these to be “out of the box” professional learning experiences for you and your colleagues and hope you will view these with colleagues in a variety of settings, including professional learning communities, inservice events, and in other small groups. These webinars follow our project’s seven themes:

» **Data and statistical comprehension** - Our experts have sifted through statistical practices and identified the most impactful things we need to know about understanding numbers so that we can share that information with our students.

» **Data in arguments** - From the op-ed page to Congressional hearings to essays in English class, data is used to support arguments and thesis statements. How can we help students read more critically and use data to bolster their own arguments effectively?

» **Data visualizations** - Arguably the most popular theme in our project, data visualization ranges from creating simple pie charts to developing complex infographics. The critical questions here are how we “read” and “write” with data in visual form.
» **Big Data** - “Big Data” is an umbrella term referring to the process of collecting large amounts of numerical or informational data and then using algorithms (computer processes) to draw conclusions. Often perceived as infallible, educators and their students need to be aware that algorithms may be purposefully or accidentally skewed and have intended or unintentional consequences.

» **Citizen science** - In the digital era, scientists can now generate and collect incredible amounts of data. Whether that data manifests as weather data, photos of animals, or lab documents, the volume is too great for any one person to analyze. Online portals make it possible for high schoolers to contribute to prosocial projects that embrace the best of the Big Data era ... but what should we be aware of?

» **Personal data management** - From a young age, individuals begin generating data. From social media clicks to browser information, from activity trackers to digital assistants, what should we know so we can help high schoolers be aware of what they should be aware of and can make conscious choices about the degree to which they want to share their data with others?

After viewing each webinar, you’ll find discussion questions and activities that you can use to bridge webinar content with your own classroom experiences. (You can also find links to the videos and accompanying materials at http://datalit.sites.uofmhosting.net/books/data-literacy-in-the-real-world/webinar-discussion-sheets/.)

In Part II, you’ll find over 45 case studies related to data “in the wild.” These aren’t hypotheticals — they’re pulled from the news. We invite you and your colleagues to read the resources provided
(hint: you can find a list of each case study’s links at http://datalit.sites.uofmhosting.net/books/case-study-links/) and engage with the discussion questions. We’ve taken care to avoid being didactic here: you won’t find us saying that certain tools or practices are good or bad — those are decisions each individual should make for him or herself.

We’ve organized these case studies into four themes:

» Personal data management
» Citizen science
» Big Data
» Ethical data use

Once you have tried these in professional learning settings, you may wish to bring some of them into your classroom.

Throughout the text, you may encounter long URLs separated with a hyphen at the end of a line. In that case, don’t type or include a hyphen when visiting those web pages.

Our work with educators and librarians over the past two years has solidified our belief that these are ideas and concepts worth grappling with, first as professionals and secondly with our students, and we are eager to hear how you are using your newfound knowledge with your students. We encourage you to drop us a line at contact.data.literacy@umich.edu with your insights.
PART I
WEBINARS
Part II: Case Studies
A. “But it’s a number, so it has to be true!”: An introduction to data literacy, Part I

Presented by Lynette Hoelter

This webinar is the first of two that cover the basic concepts of data and data literacy. Data literacy is about asking questions as one encounters numerical information in popular and scientific media. Numbers can be as fallible as any other source of information. This first in a two-part presentation will provide a concrete definition of data literacy, provide examples of the kinds of questions to raise when confronted with data, and give sources of information and types of assignments especially well-suited to building data literacy skills. This first part of the presentation will address the following concepts:

» Variables
» Averages (central tendencies)
» Percentages, percentiles, and percent change

Attendees will acquire the tools needed to begin similar conversations with students. Because working with numerical evidence is, as much or more, a mindset as it is a set of mathematical skills, the content will be helpful for teachers in all disciplines, not just math or science.

Link to video: https://goo.gl/ZjEVsQ

Time: Assume this activity will take 90 minutes, (36 minutes for the webinar itself and 54 minutes for a selection of activities and/or discussion questions).
Timeline:
Quantitative literacy: 2:50
Key statistical concepts: 9:10
Variables: 9:40
Percentages: 14:50
Rates: 18:20
Percent change: 20:20
Averages: 22:35
Averages activity: 25:30
Statistic terms in the classroom: 28:20
Recap: 34:48

Related webinar resources:
Google Doc: https://goo.gl/8sFbN5
Slide deck: https://goo.gl/ywPMyt

Discussion questions

1. What jumped out at you as knowledge already familiar to your students from existing curriculum practices?

2. What stood out as a data skills gap that needs to be addressed?

3. Should the skills you have identified be worked into someone’s existing curriculum, or should they be taught in a mini-lesson only if they should happen to arise in the classroom?

4. What problems can you or your students solve with the information in the webinar?
5. How can you highlight the differences between statistical literacy and math class for students?

6. What are some ways to show how data collection affects datasets?

7. How can you incorporate statistical literacy gracefully into a class?

8. What are some specific issues or concerns that could arise if you bring statistical literacy strategies into your classroom?

9. When might it be more advantageous to use a percent or a rate instead of a raw number when describing something?

10. How can you explain to students when they should look to use mean, median, or mode?

**Recommended activities**

1. **Create a data literacy strategy of the week.** Imagine that you could set aside five minutes a week — in your class, in the slideshow that plays in your school hallways, during a school broadcast, and/or in a family newsletter — to share a weekly data literacy strategy with the school. What would you pull out from this webinar to fill that weekly slot?

2. **Brainstorm mean, median, and mode.** Set a timer for five minutes. As individuals, brainstorm as many situations in which calculating the mean might be the best type of “average” to compute. Repeat with median and mode. Then pool
your responses into a common document to share with other educators.

3. **Explain percentile versus percentage to school parents.** Create a newsletter blurb for parents and guardians explaining the difference between percentage and percentile that could be slipped into the report card envelope.
B. “But it’s a number, so it has to be true!”: An introduction to data literacy, Part II

Presented by Lynette Hoelter

This second of two sessions dives further into data literacy concepts, touching on the nature of data, how you can incorporate statistical literacy into the classroom, and how variables play into data analysis and collection. Data literacy is all about asking questions as one encounters numerical information in popular and scientific media. Numbers can be as fallible as any other source of information. This second in a two-part presentation will provide a concrete definition of data literacy, provide examples of the kinds of questions to raise when confronted with data, and give sources of information and types of assignments especially well-suited to building data literacy skills. This second part of the presentation will address the following concepts more closely:

» Sampling
» Margin of error/confidence
» Correlation
» “Controlling” for ...
» Significance

Attendees will acquire the tools needed to begin similar conversations with students. Because working with numerical evidence is as much or more a mindset as it is a set of mathematical skills, the content should be helpful for teachers in all disciplines, not just math or science.
**Link to video:** https://goo.gl/ZjEVsq

**Time:** Assume this activity will take 90 minutes, (43 minutes for the webinar itself and 47 minutes for a selection of activities and/or discussion questions).

**Timeline:**
Recap of Part I: 1:10
Key statistical concepts: 3:05
Sampling and methodology: 3:48
Margin of error: 13:20
Correlation: 17:45
Negative correlation activity: 27:10
Statistical significance: 30:44
In practice/Where to find examples: 35:09
Recap: 40:35

**Related webinar resources:**
Google Doc: https://goo.gl/H5w3UO
Slide deck: https://goo.gl/6CfjKm

**Discussion questions**

1. What jumped out at you as knowledge already familiar to your students from existing curriculum practices?

2. What stood out as a data skills gap that needs to be addressed?

3. Should the skills you have identified be worked into someone’s existing curriculum, or should they be taught in a mini-lesson only if they should happen to arise in the classroom?
4. What problems can you or your students solve with the information in the webinar?

5. How can you emphasize the different aspects of good sample selection to students?

6. What are some ways you can demonstrate how question wording affects the answers on surveys?

7. Correlation versus causation is a key statistical concept. What are some ways to emphasize the difference between the two using activities the students conduct? What are some resources not in the slides that can be used to emphasize the difference between the two?

8. How can you incorporate statistical literacy gracefully into a class?

9. What are some specific issues or concerns that could arise if you bring statistical literacy strategies into your classroom?

10. How can you teach statistical language to students? What are some ways to emphasize that certain words have different meanings than students might be used to?

**Recommended activities**

**1. Add to your list of weekly data literacy strategies.** Think back to the weekly data literacy strategy list you made in Hoelter’s first webinar (Part I). What could you now add to your calendar of weekly data skills that you could promote
in your class, in the slideshow that plays in your school hallways, during a school broadcast, and/or in a family newsletter? Swap ideas with others in the room so everyone leaves with a robust list.

2. **Practice causation vs. correlation.** Fold a paper in half and set a timer for five minutes. Individually, brainstorm lists of known causative relationships (e.g., smoking causes cancer). On the right hand side, brainstorm lists of correlative relationships (e.g., eating breakfast relates to higher test scores). Then discuss as a group to check your thinking.

3. **Think about sample size in the real world.** Think about the longtime Trident gum commercial tagline: “Four out of five dentists recommend Trident to their patients who chew gum.” What is really being said here? What sample size would make you feel more confident about this statement? Can you think of any other commercials or brands that use sample sizes to promote customer confidence?
C. Where the rubber meets the road: Data literacy in the content areas

Presented by Jennifer Colby

Data literacy is useful in all content areas, not just in math class. Having data literate students means you can use data visualizations and raw data to present material in different forms for different learners. Teaching students data literacy also helps prepare them for standardized testing and helps them understand other forms of literacy.

Link to video: https://goo.gl/ZjEVSq

Time: Assume this activity will take 90 minutes (38 minutes for the webinar itself and 50 minutes for a selection of activities and/or discussion questions).

Timeline:
- Integrating data literacy: 2:10
- Data comprehension: 3:00
- Data visualization: 5:15
- Data as argument: 5:40
- Reasons for data literacy: 7:33
- GAP: 20:30
- Integration activities: 26:30
- Sources for data visualization: 30:15
- Developing informed citizens: 31:15

Related webinar resources:
- Google Doc with link to slide deck: https://goo.gl/e9scXW
1. How can standards be addressed with schoolwide data literacy practice?

2. How do standardized test questions change your understanding of the need for cross-curricular data literacy skills?

3. What experiences can you share from your teaching related to student interactions with data and visualizations?

4. What are some ways to collect data in a non-science classroom?

5. How can you use data to present material in a new light?

6. What are some challenges you foresee from using data in this way?

7. What are good sources of data and data visualizations for classroom use?

8. Are there lessons for which you would not want to use data? Why?

9. Is there such a thing as using data-oriented lessons too much? Why or why not?

10. What would you need to adjust in your teaching to make room for discussions about data?
11. Do you see information here that would be helpful for colleagues in other subject areas? Which information? Why?

**Recommended activities**

1. **Browse the data visualization lesson tips** in the slide deck at http://datalit.sites.uofmhosting.net/2017/03/17/data-literacy-at-macul/. Think about how these activities would be useful (or could be adapted to become useful) in your classroom. Share out with your group.

2. **Do a search online for infographics** related to your subject area. Check the creator and sources used for credibility. Send links to fellow educators. Brainstorm how you would use them in a lesson.

3. **Browse your state or district learning standards.** Where do they call for data skills? To find related standards, search for terms such as, *visual, quantitative, claim, information,* and *bias.* (Find links to national standards at the back of this book, as well as a link to a list of the data-related standards in those documents.) Make a table. In one column, list the standard’s number and text. In the next column, describe how your subject area will work to achieve that standard. Submit the completed document to your administrator, department head, and/or district administrator.
D. Information literacy includes data literacy!

Presented by Jole Seroff

This presentation will provide a big-picture framing for data literacy as a component of information literacy. How do students move through the research process when they begin looking more attentively at how data is “read” and “written”? This webinar dives into the specifics of how you can use data literacy to help students evaluate and use statistics. The session focuses on real-world student activities to develop their ability to benchmark statistics and evaluate the sources of those statistics.

Link to video: https://goo.gl/ZjEVSq

Time: Assume this activity will take approximately 90 minutes (30 minutes to view the webinar, and another hour to do the activities and discussion questions.)

Timeline:
00:00 Introduction of presenter
00:50 Opening thoughts
2:00 Reference to 2007 Standards for the 21st-Century Learner (American Association of School Librarians)
3:00 Information literacy definition
3:35 Webinar goals
4:44 Step 1: Explore a new topic
7:01 How to use background reading
8:26 Benchmarking
10:54 Benchmarking activity
17:22 Step 2: Contextualize a statistic
18:41 Step 3: Use data as evidence
21:09 Data as evidence activity
25:47 How to interrogate a statistic
Related webinar resource:
Google Doc #1: https://goo.gl/Awn5Ah

Discussion questions

1. Seroff concentrates on three moments in the information literacy process in this webinar: exploring a new topic (“stepping stone reading”), evaluating an argument, and using data as evidence. Discuss each stage with fellow participants. What do you notice in student behavior at each of these stages? How do they currently respond to data?

2. How do you teach and respond at each stage?

3. How do Seroff’s experiences echo your own?

4. What is different from your experience?

5. What resources not mentioned in the webinar can students use to evaluate statistics used in arguments?

6. What exercises can you do with students to help them develop their statistical benchmarking skills?

7. What questions should students be able to ask of statistics while benchmarking them?

8. What role do different media outlets play in teaching students how to benchmark statistics?
9. What do you see students learning from the media about how to use statistics to support their arguments?

10. How can you help students avoid cherry-picking behavior?

**Recommended activities**

1. **Explore information literacy and the inquiry process.**
   Seroff references the 2007 *Standards for the 21st-Century Learner*, published by the American Association of School Librarians, available for download at http://ala.org/aasl/standards. Download a copy. Where do you see openings for bringing data literacy into those standards for students?

2. **Learn more about write-arounds from Sara Kelley-Mudie.**
   Seroff mentions Kelley-Mudie’s use of this technique in the first third of her webinar. Visit Kelley-Mudie’s blog post “Write arounds for topic selection” (http://kmthelibrarian.blogspot.com/2014/10/write-arounds-for-topic-selection.html) and discuss how this strategy might work with your students.

3. **Brainstorm needed statistical benchmarks.** At 11:00 into the webinar, Seroff modeled finding statistical benchmarks with live participants about video games and violence. Try her process using a topic that your students either study or research in your classroom or library. What kinds of reliable statistical benchmarks would be helpful in helping students contextualize the numerical data they will encounter with this topic? Is it the number of legal voters? The size of the U.S. population? The area of Great Britain and the United States? Then use resources such as http://census.gov, https://www.cia.gov/library/publications/the-world-factbook/, an encyclopedia, or an almanac to identify benchmarks that
you can distribute or post for students to reference. What would a list of benchmarks look like if you added to this list throughout the year?
E. Close reading: Unpacking the impact language has on how we understand statistics

Presented by Tasha Bergson-Michelson

How do the words we use to frame and describe statistics potentially change how readers perceive their meaning? Students often go looking for "some number" to use as evidence, but evocative language in which the statistics are often embedded may go unnoticed, even while it transforms the reader’s interpretation of a statistic’s meaning. Luckily, applying students’ formative skills in literary analysis can go a long way toward helping them move beyond initial responses to successfully analyzing and evaluating data. Come play with the language of statistics — this webinar addresses skills that can be used to assess the use of statistics in text. Bergson-Michelson relates them to the close reading skills many students are already familiar with from English class, before using headlines and an article to demonstrate some of those skills.

Link to video: https://goo.gl/ZjEV5q

Time: Assume this activity will take 90 minutes, (42 minutes for the webinar itself and 48 minutes for a selection of activities and/or discussion questions).

Timeline:
Language activity: 5:00
Structure of statistical storytelling: 7:16
Pure statistical storytelling: 11:00
Correlation vs. causation: 11:54
Causation and correlation activity: 13:20
Language indicators: 25:00
Questions: 26:47
Emotionally evocative statistical storytelling: 30:05
Close reading exercise: 33:05
Recap: 40:41

Related webinar resources:
Google Doc: https://goo.gl/AMzbzB

Discussion questions

1. What are your key takeaways from the webinar?

2. What do you make of Bergson-Michelson’s observations of how students approach numbers?

3. What rang particularly true given the students you work with?

4. What lessons can educators learn from English and literature teachers to apply to statistical reading?

5. How can you improve students’ statistical vocabulary?

6. Bergson-Michelson discusses the prevalence of field-specific vocabulary. What signs can students use to identify words that have a meaning different from what they are used to?

7. What can educators do to improve students’ knowledge of correlation words and causation words?

8. The webinar has lists of words associated with correlation and causation. What activities can you do with students to help them learn these words in an interesting way (e.g., not memorizing)?
9. Question marks are particularly important for indicating meaning in statistical writing. Sometimes they can be a hedge; other times they indicate a lack of causation. How can you tell the difference?

10. Tone is always difficult to convey in text but is one of the most important components of communication. How can students better learn to recognize tone in text?

**Recommended activities**

1. **Start a collection of clickbait headlines related to statistics and data literacy.** Start a physical or digital file in which you start collecting headlines that use statistics, causation instead of correlation, or other data tricks to entice the reader to click.

2. **Explore language related to causation and correlation.** Visit http://bit.ly/DataLitCloseReading. In small groups, invite participants to complete the first exercise, identifying which of the listed headlines indicate causation and which indicate correlation. Discuss your results as a larger group. What rules of thumb can you take away from this experience to share with students?

3. **Discern the author’s perspective.** Visit http://bit.ly/couldyour-fastfoodburger and read over the article. Now look at the graphic on the last page at http://bit.ly/DataLitCloseReading. Discuss the article through addressing these three questions featured on the graphic (and also listed below). Think about how you would call on students to support their answers with evidence.
   » What does the author say (topic)?
   » What does the author think (opinion)?
   » What does the author want me to do or say (call to action)?
F. Real world data fluency: How to use raw data

Presented by Wendy Steadman Stephens

High school students don't often get to work with raw data. The collection or generation of data may seem monolithic and unquestionable. Students are more likely to confront data through headlines crafted to entice reader curiosity and stress novelty. This webinar shares several tools and tips for dealing with raw data. In addition to discussing how to deal with raw datasets, this webinar gives participants many resources that have publicly available datasets which are easy to access for students.

Link to video: https://goo.gl/ZjEVSq

Time: Assume this activity will take 90 minutes, (47 minutes for the webinar itself and 50 minutes for a selection of activities and/or discussion questions).

Timeline:
About data literacy: 6:15
Thinking computationally: 8:36
Finding existing datasets: 21:31
Presenting data responsibly: 39:41
Recap: 46:00

Related webinar resources:
Google Doc: https://goo.gl/FGqtRF
Slide deck: https://goo.gl/45qbk0
Discussion questions

1. What are the key themes of the webinar (e.g., the categories of sites she recommends)?

2. What advice from the presenter did you find most resonant?

3. Why does the presenter advocate for using existing datasets instead of just letting kids explore online?

4. Which sites have you used before? Which have been valuable?

5. Which sites might be the most valuable for colleagues and classroom teachers you know?

6. Which dataset do you think would be best for introducing students to datasets in general? Why?

7. Which would you not want to start with? Why?

8. What criteria are you using to determine “best” datasets?

9. Which dataset do you find the most interesting?

10. Which do you think students would find the most interesting?
1. **Explore the sites Steadman Stephens hand-selected.** View the list of tools at http://tinyurl.com/datafluent. Divide participants into groups, with each exploring one source. Have each group prepare a one-minute tour of their chosen site.

2. **Recommend a dataset to a colleague.** Pass out blank stationery to the group. Ask each person to think of someone else in her building who might be able to benefit from either a site or a dataset within a site. Write them a note letting them know about the dataset and why it might be useful.

3. **Add a dataset to your resource page.** Choose at least one dataset to add to your library or class’s web page, social media page, and/or resources page. As an extension, consider adding one site a week to your “data of the week” project you started with Lynette Hoelter’s two webinars on statistical literacy. How close are you now to having a year’s worth of strategies and resources?
G. Gathering data via action research: A plan for librarians, classroom teachers, and students

Presented by Susan D. Ballard

In today’s data-driven world, librarians and educators are under increasing pressure to show that their efforts yield measurable results. Action research (AR) is a flexible framework in which educators can design interventions with assessment in mind, implement those changes, measure the impact, and share the results. This practitioner-friendly approach puts you in the driver’s seat. You don’t need a Ph.D. in statistics to gather data that matters! In this presentation, you’ll learn more about the AR cycle and its power to help you measure and communicate what matters. Once you have used it yourself, you’ll be able to teach your students to design their own AR!

This webinar provides an overview of how to use research to benefit your professional life and development. It touches on data collection and analysis techniques, and discusses how you can best adapt research practices to different professional roles and scenarios.

Link to video: https://goo.gl/ZjEVsq

Time: Assume this activity will take 90 minutes (38 minutes for the webinar itself and 50 minutes for a selection of activities and/or discussion questions).
**Timeline:**
What is action research (AR)?: 2:18
AR to foster collaboration and self reliance: 6:14
Advantages to action research: 7:25
Connection to data literacy: 9:25
Getting started: 13:05
Action research proposal: 13:22
Data usage: 22:06
Reporting the data: 31:20
Application with students: 32:50
Summary and recap: 36:50

**Discussion questions**

1. What appeals to you about action research (AR) as a pathway to gathering data and insights as an educator?

2. What kinds of data are you asked to demonstrate to your administrator, department chair, district coordinator, or other stakeholders? Which kinds might be conducive to AR?

3. What appeals to you about AR as a technique for students? In what kinds of classes or projects might AR be a useful way for students to collect data?

4. What is a topic, issue or area of interest that you could use AR to study and learn about in order to “take action” in your own classroom or library?

5. What rules of thumb can you take away from this webinar?
6. How can you effectively frame an AR question for yourself? For a student? For another stakeholder?

7. What are some ways you can limit qualitative variables while doing AR in a school environment?

8. What are some best practices for presenting your research results to stakeholders?

9. What presentation styles or formats are preferred by your administration, board, and/or trustees?

10. What are some things to avoid while presenting results?

Recommended activities

1. **Review your school’s strategic plan.** Each school or district has a long-term plan, often called a strategic plan, in which areas to receive additional or particular focus are outlined. Identify those priorities.

2. **Identify opportunities for research related to your district’s needs or those of your classroom or library.** Are there issues that could be studied via AR that could be useful not only for your classroom but in service toward the larger strategic plan? Brainstorm possibilities.

3. **Read and discuss this case study.** Prior to retirement from Londonderry (NH) School District, Susan D. Ballard was on a team to use AR to research the impact and effectiveness of professional development and practice related to interactive
whiteboards. Read the report at http://datalit.sites.uofmhosting.net/2017/05/14/action-research-example/ and discuss how AR illuminated their practice.
This webinar discusses the importance of data literacy on many different aspects of the 2016 U.S. presidential campaign, and politics in general. It addresses the difficulties in assessing electorate polls by exploring how they are created and manipulated before diving into some misuses of data visualizations and some statistical issues related to news coverage of candidates and races.

**Link to video:** https://goo.gl/ZjEVSq

**Time:** Assume this activity will take two hours (48 minutes to view the webinar, and another hour to do the activities and discussion questions).

**Timeline:**
- Agenda: 0:00-1:31
- News media perception: 1:32
- 2016 presidential election summary: 3:07
- Rule of thumb 1: Knowing polls work: 4:39
- How polls trip us up: 7:09
- Indications of a good poll: 13:20
- Poll examples: 15:32
- Rule of thumb 2: Apply statistical skills: 26:46
- Statistical skills example: 28:37
- Rule of thumb 3: Apply data visualization skills: 32:05
- Data visualization skills examples: 33:41
- Rule of thumb 4: Look at multiple sources: 42:25
- Good sources: 43:43

**Slide deck:** https://goo.gl/weGb3p
Discussion questions

1. Think ahead to the 2018 midterm elections or other upcoming elections in your area. How might framing data literacy as an election issue be useful in your school community?

2. What experiences have you had as an educator that relate to the webinar?

3. How would you address the issue of media bias (perceived and real) with students?

4. Which kind of poll do you think is the most accurate?

5. Which do you think is the most reliable?

6. What bearing does this information have on lessons since major elections happen only every four years.

7. What statistical questions could you ask of polls that are not included in the slides?

8. What is the relevance of polling and poll modeling on students’ day-to-day lives?

9. What are some other circumstances where non-geographically aligned maps could help students learn about a complex topic?
1. **Compare electoral maps.** Ask small groups to find and compare electoral maps from the 2016 Clinton-Trump election to that of Obama-Romney in 2012. Where in the country did the biggest voting shifts happen? What happens if you make comparisons even further back in recent history?

2. **Explore presidential approval ratings over time.** Invite participants to explore Gallup.com, the site of the well-known polling company, and particularly the site dedicated to daily monitoring of presidential job approval ratings for recent presidents:


   » **Barack Obama**: [http://www.gallup.com/poll/113980/gallup-daily-obama-job-approval.aspx](http://www.gallup.com/poll/113980/gallup-daily-obama-job-approval.aspx)

   (daily approval ratings began midway through his presidency; for a long-term view, see [http://www.gallup.com/poll/116500/Presidential-Approval-Ratings-George-Bush.aspx](http://www.gallup.com/poll/116500/Presidential-Approval-Ratings-George-Bush.aspx))

Ask them to choose a president and tinker with various time ranges. Can they manipulate the way the data looks merely by changing the time period sampled? What time period might make their selected president look particularly strong? Particularly weak? What do they make of this ability to change the message of a graph merely by selecting different dates?
3. **Compare polling data.**

Go to http://www.publicpolicypolling.com/, a site that tracks presidential polling. Choose the most recent poll from the home page. Compare it to the poll conducted immediately following the 2016 Clinton- Trump election. The week President Trump was inaugurated? What patterns do you notice? What can you learn from reading the summary? The methodology? The raw data?
I. Making sense of data visualization

Presented by Justin Joque

Data visualization is first and foremost a sense-making process; it is a means by which we extract meaning from complex datasets. This presentation will explore the ways that data can be transformed into visual representations and how we can make sense of these visualizations. Discussion will include a variety of types of visualizations and when they are most effective. This talk will briefly include information about tools for making data visualizations, but the focus will be on how to read and understand them. The conclusion will discuss ways in which data visualization and data literacy can be taught in the classroom.

**Link to video:** [https://goo.gl/ZjEVSq](https://goo.gl/ZjEVSq)

**Time:** Assume this activity will take 90 minutes, (36 minutes for the webinar itself and 54 minutes for a selection of activities and/or discussion questions).

**Timeline:**
- What is data: 3:50
- Drawn/non computational data visualization: 6:10
- Understanding data visualization: 7:20
- US Census data visualizations: 7:50
- Breakdown of data visualization options: 15:45
- Information density: 21:30
- Recognizing patterns: 26:25
- Teaching data visualization: 29:08
- Making visualizations: 32:00
- Recap: 34:45

**Related webinar resources:**
- Slide deck: [https://goo.gl/byYVoX](https://goo.gl/byYVoX)
Discussion questions

1. What forms of data visualization were familiar to you? Unfa-
miliar?

2. Why might we want to have rules of thumb for students on
data visualization? Which strategies strike you as most urgent?

3. What experiences have you had as an educator that relate to
the webinar?

4. What kinds of data do you think are best suited to visualization?

5. One important point in the presentation is that data is not
neutral: the way it is collected affects the datasets. How can
you educate students on this point?

6. Aside from color and type of visualization, what other design
choices are most important for displaying data? Why?

7. How might color accidentally communicate unintended
emotion in data visualizations? For example, in a visual-
ization about gender, what would be the impact if both
genders were represented in hues of pink?

8. How do you know how much data in a visualization is too
much? Too little?

9. Mapping data to geographic location is not always the best
way visualize data. Brainstorm: When would you want to use
a map to visualize data, and when would you not want to?
10. Joque concludes by presenting some questions to ask yourself when viewing any visualization. What questions would you add?

**Recommended activities**

1. **List and prioritize rules of thumb for visualizations.** In small groups, use a piece of chart paper to brainstorm the rules of thumb or helpful hints that Joque presents in his webinar. Now sort them into groups according to high, medium, and low priority for instruction. Which are “must knows” for students?

2. **Start a collection of sample visualizations.** Browse past issues of newspapers or news journals either in print or online. Create an informal scrapbook of more and less effective visualizations. What makes a visualization weaker? Stronger?

3. **Writearound with visualizations.** WTF Visualizations, despite its non-school-friendly title, gathers weird or awkward visualization examples that can lead to great discussions. Visit http://viz.wtf. Browse until you find a handful of visualizations that are particularly awkward. Print them out and place each in the middle of a large piece of chart paper. Place each at a separate table. Divide the participants into small groups and have them rotate between tables adding comments, feedback, and questions to each visualization. (This is known as a “writearound” activity.) Then pull the group together to discuss. Optional extension: Assign one commented visualization to each group and ask them to remake it so it is more accurate or more effective.
J. DataBasic.io: Tools & activities that help introduce newcomers to data storytelling

Presented by Catherine D’Ignazio and Samantha Viotty

There has been a proliferation of tools created to assist novices in gathering, working with, and visualizing data. The problem is that many of these tools prioritize creating flashy pictures without scaffolding a learning process for newcomers to data analysis and storytelling. In this talk, we showcase the motivations behind creating the free, online platform DataBasic.io. We will demo the tools and activities that DataBasic offers as well as discuss the learning goals that they fulfill. We’ll kick off the webinar by talking about creative data literacy and the DIY Art project.


**Time:** Assume this activity will take 90 minutes (46 minutes for the webinar itself and 50 minutes for a selection of activities and/or discussion questions).

**Timeline:**
- Creative data literacy: 2:43
- Data mindset: 3:45
- Creative data literacy in a library context: 8:38
- Beyond Databasic: 11:32
- Databasic.io: 18:14
- 5-minute activity: 20:40
- WordCounter: 25:22
- Other Databasic tools: 32:11
- Sum up for tools: 37:03
- Conclusion and questions: 39:58
Discussion questions

1. How do the presenters define “creative data literacy”?

2. What are some datasets that might be conducive to creative data literacy? What are some methods you can use to make these datasets more accessible and meaningful to non-number thinkers?

3. There are many options for entertaining datasets that will interest your students. How can you pull these datasets into meaningful data visualizations that feed into learning and curriculum goals?

4. What types of teaching styles are more conducive to this creative approach to building data literacy skills? How might you market these skills to your education community?

5. Which curriculum areas are conducive to creative data literacy projects?

6. How can you get a community involved in thinking about how to use data creatively? What kinds of community organizations could you involve?

7. How can you tailor creative data literacy activities to meet different learning styles and different working styles?

8. DataBasic is a powerful tool to teach creative data literacy. What are some of the limitations with the website? What can you do as an educator to overcome these limitations?
9. How might you assess students’ work when they use the tools at DataBasic?

10. When would you consider exposing students to broader, more powerful tools, such as Excel or even professional tools like R?

**Recommended activities**

1. **Divide participants up into four groups. Assign a different tool from** http://databasic.io to each. Ask each group to preview a tool and brainstorm possible curriculum connections. After 15-20 minutes, bring the group back together to swap ideas. Appoint a note taker to record everyone’s thoughts and email them to the group.

2. **Spend some time looking through** https://itsliteracy.org/diy-data-art-activity-guide/. What activities are suited to your age group or learning goals? What are the cost barriers for these projects? Which educators in your community will be interested in various activities?

3. **Host a one-chapter book club.** Go to http://dataliteracy.si.umich.edu/book and read *Creating Data Literate Students’ Chapter 5, “Manipulating Data in Spreadsheets,”* by Martha Stuit. How could DataBasic serve as an on-ramp to Excel-based data manipulation?
K. Data presentation: Showcasing your data with charts and graphs

Presented by Tierney Steelberg

Learn to use charts and graphs to answer questions about data! Get answers to questions like: What are some rules of thumb for creating impactful charts? When is it best to use one chart type over another? and, which will readers find easier to swallow, a pie chart or a waffle chart? This webinar addresses how you can present data thoughtfully and effectively in chart and graph form. It discusses aspects of data presentation like color choice, graph type selection, general design decisions, and why certain charts are better for certain kinds of data. Discover new types of charts and rediscover old ones while learning how to put them to use most effectively.

Link to video: https://goo.gl/ZjEVSq

Time: Assume this activity will take 100 minutes (40 minutes for the webinar itself and 60 minutes for a selection of activities and/or discussion questions).

Timeline:
Data visualization warm up: 00:55
General rules of thumb: 2:20
Chart and graph types: 11:19
Pie chart: 11:33
Waffle chart: 15:48
Bar chart: 19:03
Dot plot: 22:02
Line chart: 25:45
Histogram: 29:26
Google Public Data Explorer: 33:40
Discussion questions

1. What information jumped out at you as being particularly significant, important, or even urgent to you? To your students?

2. What forms of representing data were new to you? Familiar?

3. How do they relate to the experiences your students already have with charts and graphs?

4. What are some examples of rules of thumb about visualizing data that you can take away from this webinar?

5. What are some advantages to adding complex aesthetics to a visualization? What are some risks?

6. Discuss as a group which types of charts you prefer for different types of data, and why.

7. Are there any chart types you would always avoid? Are there any that you think are almost always effective?

8. Which is your favorite chart type? Why?

9. Which visualization types do you consider essential? Which would you consider optional considering your student population and curriculum needs?
Recommended activities

1. **Convert to another visualization type.** Find a chart or graph in a newspaper, magazine, or journal. Convert it to another visualization type, including labels. How many different kinds of visualization can your group create? Host a gallery walk to see the variety.

2. **Add to your data of the week list.** If you viewed Lynette Hoelter’s two webinars, we encouraged you to start making a list of “data of the week” strategies and resources that you could share out via newsletters, school broadcasts, posters, in-school slideshows, etc. What from this webinar could you add to that set? How close to a year or semester’s worth of data could you get?

3. **Explore available software.** Open Microsoft Excel or Google Sheets software and explore the kinds of data visualization types that are available to you and your students by default. Become familiar with the options. Alternatively, visit Beam (https://beam.venngage.com/) and play with the default data on coffee consumption. How does the same data look different when different chart styles and color palettes are available? What would you want students to know before they began exploring these visualization tools?
L. Using Social Explorer to help students gain insight

Presented by Justin Joque

Helping students gain context for data can be a challenge. But SocialExplorer.com, which has both free and paid features, can unlock insights by mapping data to a U.S. Map. There’s nothing to download — the project is browser-based. Because it has many historical datasets from the U.S. Census and similar sources, and a variety of styles for visualizing data, students spend less time tinkering and more time analyzing data. We will cover both how to export tables and create maps using the built-in tools in Social Explorer. We will pay especially close attention to the visualization and mapping options and discuss possible ways to integrate Social Explorer into assignments. Come learn some strategies from U-M’s data visualization librarian for how you can use this tool to scaffold students’ data explorations and reveal new insights.


Time: Assume this activity will take about 100 minutes (53 minutes for the webinar itself and 50 minutes for a selection of activities and/or discussion questions).

Timeline:
Introduction: 0:34
Census data: 2:42
Thinking about and choosing data: 5:51
Social Explorer: 13:56
Raw data: 16:30
Visualization: 23:10
Questions set I: 40:12
Lesson plans: 46:35
Recap and questions: 48:25
Discussion questions

1. What are the challenges of working with census data? How might technology help with these challenges? Can technology enhance our capability to gather this kind of information? Why or why not?

2. How does using the United States map to represent data change how you interact with data presented about the U.S.?

3. What are some advantages and limitations of only having access to the 2000 census data in the free version of Social-Explorer.com?

4. What would you try to visualize if you had access to more historical data?

5. When would you recommend students use the different visualization styles (for example dots vs. hotspots) of the Social Explorer map?

6. When would you recommend students use different categories of data (for example, gender, income, ethnicity, mean or median, etc.) in Social Explorer?

7. How much guidance would you give students when they use Social Explorer? What are the features that are useful to know versus essential to know?

8. How might a history class, a science class, or an English class benefit from using Social Explorer?
9. Predict and discuss how census data has changed over time.

10. Can maps ever mislead you about data? Read https://www.washingtonpost.com/news/politics/wp/2017/05/13/at-last-an-electoral-map-thats-to-the-proper-scale/. All of the maps shown are accurate, yet each tells a different story. How does changing the level of detail at which data was collected (e.g., precinct versus state-level) or adjusting the map’s size to represent the impact of votes change how you react to the data?

**Recommended activities**

1. Some of Social Explorer’s mapping capabilities are present in the U.S. Census Bureau’s free tools at https://www.census.gov/censusexplorer/. Ask participants to explore this site and discuss possible curriculum connections.

2. There are many additional Census tools online at http://census.gov. Divide the participants into groups and assign one group to each of these sites to explore and report back to the group.

   - **U.S. and global population estimates:**
     
     https://www.census.gov/popclock/

   - **My Congressional District:**
     
     https://www.census.gov/mycd/

   - **American FactFinder:**
     
     http://factfinder.census.gov

Presented by Debbie Abilock, Susan Smith, and Connie Williams

Visuals and data are ubiquitous in teens’ lives; they use them to make decisions every day, in and out of school. For us, they are a call to action. The first part of this webinar focuses on how to read and analyze infographics in a critical manner. Discussions include how to forward an effective visual argument, as well as tips and tricks for breaking down the different elements of effective and ineffective infographics. The second half of this webinar on infographics shares strategies for creating infographics as visual arguments, showing the steps students can take to know how much — and which — data will be needed to tell the intended story through an infographic. Students designers can storyframe data and images to create a visual draft of the infographic design that can be finished by hand or translated into a digital design using a computer graphics application. Presenters include an evaluation checklist and suggest strategies and opportunities for how to begin integrating infographics into your teaching.

The presenters stop occasionally to respond to attendees. While the chat window does not appear in the archived version, feel free to pause the video for discussion in lieu of the live chat.

**Link to video:** https://goo.gl/ZjEVSq

**Time:** This was a two-part webinar, so please allow extra time. Assume this activity will take three hours (2 hours 5 minutes to view the two-part webinar and another hour to do the activities and discussion questions).
Timeline:
Introduction of presenter: 00:00 - 3:48
Definition of an infographic: 3:49
Goals for teaching infographics: 6:45
Posters vs. infographics: 8:03
Making arguments with infographics: 12:15
Reading infographics: 25:11
Evaluating infographic arguments: 38:47
Visual design in infographics: 41:10
Data stories: Finding context for data: 45:21
Curating data for context: 59:43
How to teach disciplinary writing and thinking: 1:07:50

Start of Part II Reading vs. creating infographics: 1:11:41
Good infographic structures: 1:21:11
Choosing arguments to present with infographics: 1:28:43
Storyframes: 1:33:05
Using infographics for synthesis: 1:42:26

Related webinar resources:
Slides: https://goo.gl/qmhIZV
“Recipe for an Infographic” Article: https://goo.gl/n9cvDd

Discussion questions

Part I: Rationale and framework for teaching infographics

1. Infographics are not part of learning standards or most required curriculum. What interested your group in studying infographics as a pedagogical tool or strategy?

2. How does the webinar differentiate between a poster and an infographic? How does that difference resonate with you as you consider older digital formats like slide decks?
3. How does this use of claims and arguments change your understanding of infographics?

4. How can “reading from the bottom up” help students think more critically about an infographic?

5. How can you teach Tufte’s recommendations for graphical excellence to students?

6. The webinar includes an anecdote about counting the unemployment rate. How could population numbers be used in your class?

7. How can you encourage yourself and your students to look beyond cognitive biases?

8. What resources come to mind right now for “in the wild” infographics?

9. How can you teach benchmarking for data? Brainstorm benchmarks for other topics or questions.

10. While teaching benchmarking, how can you effectively teach heuristics?

**Part II: Understanding the story behind the design**

1. At the very start of Part II, we hear Susan Smith talking about four different charts containing the same data. Why should we be cautious about our students jumping right into chart/graph generators or infographics software?
2. How does Connie Williams define *storyframing*? Are there other projects in which storyframing on paper could be used as a rough draft for the design?

3. Timelines are a visualization structure students are familiar with from elementary school. What questions and strategies might you pull from this familiar form of visualization and bring into your students’ work with infographics?

4. What strategies might you use to help students learn to build story elements into their infographics?

5. What kinds of questions might you suggest that students learn to ask themselves when constructing an infographic?

6. What questions should instructors ask themselves before assigning an infographic?

7. How can storyframing help students check their claim or argument?

**Recommended activities**

1. **Find and analyze flawed infographics.** Set the timer for five to ten minutes and divide your staff into teams. Go on a flawed infographics hunt. Compete in small teams to find the worst infographic. What makes it so bad? Awkward layout? Lack of claim? Confusing colors or design? Poor or missing sources? More poster than argument?
2. **Apply a rubric.** Read Williams and Abilock’s “Recipe for an Infographic” (available at https://goo.gl/n9cvDd) and consider the rubric at the end of the article. Use the rubric to evaluate your group’s chosen infographic as if it were student work. How does the rubric as an instructional tool for students help you? How effectively does it serve as an evaluation tool? What other questions arise as you deconstruct your flawed infographic. For example, who might want to use it and why, even if it does not meet your standards for excellence? Why might someone use this infographic to bolster their claim, and what might that claim look like? What strategies might the “bad” infographic use to make it more appealing to viewers?

3. **Draft an infographics assignment.** Based on what you now know about structuring an infographics project and distinguishing it from a poster, brainstorm three ideas for an infographics assignments. If you have existing infographics assignments, consider how you might update them based on the strategies from this webinar.
N. Tools for preserving your personal and intellectual privacy

Presented by Wendy Steadman Stephens

Have you ever searched for something out of idle curiosity only to have targeted advertisements follow you around online? How can you combat the ever-increasing number of corporate entities looking to scrape your (and your students) online browsing information? This session will explore a range of tools to preserve your privacy, including Tor, Ghostery, DuckDuckGo, StartPage, and HTTPS Everywhere, with practical and low-effort options for preserving your personal privacy while maintaining the spirit of inquiry.


Time: Assume this activity will take 120 minutes (60 minutes for the webinar itself and 60 minutes for a selection of activities and/or discussion questions).

Timeline:
Introduction: 3:32
Concept of privacy: 5:51
Chat exercise: 18:23
Privacy tools: 21:37
Personal privacy strategies: 33:14
Chat exercise on strategies: 37:39
Recap and questions: 40:24
Discussion questions:

1. What is your general definition of privacy? How does that definition change (or remain unchanged) when you consider the “real world” versus digital world?

2. Do you use social media sites? What advantages do you see for using these sites? How do they impact privacy? Are you mindful of what you post online? Why?

3. What are your experiences with online tracking? Do you think those experiences were advantageous or an invasion of your privacy?

4. What are your own personal needs in regards to digital privacy?

5. What are some of the issues surrounding encrypting email? How might that manifest in your educational environment?

6. What are some strategies you use for protecting your personal information online?

7. What are some methods you could use to find out how a service you use manages security and privacy?

8. Stephens mentions many different tools that can help with digital privacy. Which one, if any, is best suited for your needs? Why?

9. Stephens mentions unroll.me and the controversy surrounding the sale of personal data (see pages 172-175 for a case study on Unroll.me). The company claims that its terms of
service allow the sale of this data. Since users rarely read and/or understand terms of service, do companies have any responsibilities to make invasive practices better-known to consumers? Why or why not?

10. Stephens states that no one is ever really anonymous on the web. Is that true? Why or why not?

**Recommended activities**

1. Pick one of the tools that Stephens describes and determine whether you could implement it regularly in your school.

2. In small groups, design a digital privacy awareness lesson plan for your students.

3. Read or view one of these readings/documentaries mentioned by Stephens:


0. Big Data and you: Normalizing the practices of privacy

Presented by Jole Seroff

You may have heard of Big Data, the process of collecting millions of pieces of data and drawing conclusions from them. From the metadata that is attached to photographs by default to the kinds of information your browser can reveal, we want you and your students to be aware of the kinds of data being quietly collected in the online and digital world so that you can make savvy, informed decisions. Seroff will share tools and resources to help you engage students and inspire active decision-making about digital privacy.


Time: Assume this activity will take 115 minutes (55 minutes for the webinar itself and 60 minutes for a selection of activities and/or discussion questions).

Timeline:
Introduction: 0:52
Make it meaningful: 1:30
Pwned data activity: 7:10
Data vs. metadata: 13:25
Browsers and ISP activity: 15:50
Privacy and security: 19:10
Apps and permissions: 25:14
Encryption: 33:06
Ethics of personal data privacy: 41:43
Conclusion and questions: 49:20
Discussion questions

1. What are the benefits of being more aware of the data being collected about you? Can you imagine why some people feel they’d rather not know these details?

2. Which kind of password practice (e.g., setting up a password manager, making a list, stringing recognizable words together) feels like the best match for you? Why? How would you rank them in terms of practicality, security, and overall viability in your work and life?

3. Consider the photo metadata section of the webinar. Go through your phone and find your camera and photo settings. Make any adjustments that better fit your needs. Consider why you made the changes you did.

4. Go to the slide showing apps and their encryption in a Venn Diagram. Does anything on that slide change how you feel about the apps you use? Why or why not?

5. Do you see this content having a role in your school’s curriculum, family-school engagement, and/or after-school programs? What might that look like? Which ideas are the most important to communicate? What are potential areas of tension, politicking, etc., that you would want to look out for before initiating this activity with minors?

6. During the webinar, Seroff mentioned two tools that make you aware of what kind of browser behaviors can be tracked. You experimented during the webinar with http://clickclickclick.click. Now visit the second site — http://webkay.robinlinus.com — and scroll down to see what the site
claims to know about you. How does this reinforce or shift your thinking? How, if at all, does the information change if you use a different browser? What might the impact be if you used a VPN (virtual private network) such as the one built into the Opera browser?

7. Some phone apps only function when given full access to the user’s personal information. Thus, when users try to change their privacy settings the app no longer works. How do you feel about the all or nothing nature of these apps? Why do you think companies have this practice? What factors do you consider to determine whether the service offered by the app is worth the breach in privacy? Where is the tipping point — the moment where you would be willing to purchase the app in lieu of sharing your information?

8. Where would you start a discussion with your students about balancing the ethics of consumer protection with the values of a free market?

9. What do you know about the history of protecting individuals’ privacy? How do those historical standards apply in the digital world?

10. A tool like ProtonMail uses extra encryption to protect your messages. What would incentivize you to switch over to an account there? What downsides might you envision? What are the potential downsides of continuing to use unencrypted email?
Recommended activities

1. **Download a browser extension like Ghostery** ([https://www.ghostery.com/products/](https://www.ghostery.com/products/)) that is designed to inform you about the tools tracking your browser history. Ghostery works with browsers including Firefox, Chrome, Safari, and Internet Explorer. Now go to five of your favorite websites. How many trackers are on those sites? Which, in Ghostery’s pull-down menu, do you decide to keep? Which do you block? How did you decide? Discuss as a group.

2. **Spend ten minutes updating your online passwords, creating an account with a password manager service** (like LastPass, 1Password, or KeePass), and/or setting up two-factor authentication. Make a recurring reminder in your calendar to do this again every three to six months.

3. **Take a stand on one of the privacy decisions discussed in this webinar.** Then:
   - Create an elevator pitch (a short, 15- to 30-second talk) in which you argue for a position on that issue or advocate for a course of action.
   - Create a public service announcement (live, podcast, or video) encouraging people to adopt a privacy behavior you endorse.
   - Create a slide for a school’s display screens about the privacy behavior you endorse.
   - Create a tutorial for how your peers can take action for the privacy behavior you endorse (e.g., walk them through how to change an Android’s photo settings).
P. The right to obscurity vs. the digital Eye of Sauron

Presented by Susan D. Ballard

In Tolkien’s *Lord of the Rings*, the Eye of Sauron was able to surveille the unsuspecting inhabitants of Middle Earth and using the information he gathered, subject them to his will. As we learned, it was left to Hobbits — rather shy, retiring sorts — to finally set things right and thwart his evil intentions! This session will focus on how the use of data has made it almost impossible for the average person to maintain a low profile in a high tech world. While we value the ability to connect with friends and colleagues via social media and use eCommerce with increasing regularity, do we want those interactions and transactions monitored, collected and used to scrutinize and manipulate our lives? Conversely, has the ability for us to also easily access data and information about others turned us into opportunists who “hack” into other people’s personal spaces, or even worse, do we exhibit voyeuristic tendencies and a lack of empathy for others by secretly invading their privacy. What would a hobbit do? We’ll discuss strategies to guard your right to obscurity and be more understanding of the need to appreciate this right for others, too.


**Time**: Assume this activity will take 90 minutes (46 minutes for the webinar itself and 50 minutes for a selection of activities and/or discussion questions).

**Timeline:**
Introduction: 2:45
Privacy vs. obscurity: 4:29
Obscurity vs. security: 11:09
Discussion questions

1. What is the difference between privacy and obscurity? What are the advantages and disadvantages of each?

2. What are some of the benefits to having your data online?

3. Since the early 1900s, companies have been using personal information about individuals to target them for advertising. How are the practices in the current day different and similar?

4. Do you own any loyalty cards? How do you decide whether to sign up for a loyalty card? What has been the advantage of using those cards? How do you balance that advantage with sharing personal information about your consumer habits?

5. Where do you as an individual draw a line with privacy? Consider how necessary Facebook or LinkedIn can be to participate in a modern society. For example, school reunions and neighborhood associations often communicate through Facebook. How can a line be drawn to factor in the advantages some people see in social media use?

6. What information do you think is acceptable to have online and openly available? What information should be private? How would legislators successfully create a distinction?
7. Have you or someone you know ever had your personal information compromised? Describe the experience, the result, and how you addressed the situation.

8. How broad should the Right to be Forgotten be? See https://www.ifla.org/publications/node/10320 for more information about the Right to be Forgotten.

9. What does the Right to be Forgotten mean for those who have passed on? What does it mean for their loved ones?

10. How do the issues of digital privacy fit (or not fit) into your school’s culture, practices, and curriculum?

**Recommended activities**

1. **Explore the kinds of consumer information available, in part, by merging consumer and other data.** Visit ESRI Tapestry at http://www.esri.com/landing-pages/tapestry and type in your zip code. How does the information resonate with what you know about your area? Are there errors or overgeneralizations?

2. **Consider the kinds of mail you receive each week.** Ask yourself how you may have ended up on that mailing list: from credit reports or other consumer data? From shared catalog lists? Visit the website of the Federal Trade Commission (FTC) at https://www.consumer.ftc.gov/articles/0262-stopping-unsolicited-mail-phone-calls-and-email and read about how you can minimize unsolicited contacts.

3. **Schedule a time to check your credit report,** which you can do annually at no cost and with no impact on your credit score. Visit https://www.usa.gov/credit-reports to learn more.
Q. Student data privacy: Protecting the personal information that informs instruction

Presented by Jennifer Colby

Using student data to develop and inform school curricula and classroom instruction is useful and effective, but we need to weigh the benefits of using this data for school improvement with the dangers of exposing students’ personal information. If we understand student data privacy we can be better stewards of our students’ personal information.


**Time:** Assume this activity will take 100 minutes (50 minutes for the webinar itself and 50 minutes for a selection of activities and/or discussion questions).

**Timeline:**
- Introduction: 0:41
- Student data: 1:08
- Types of student data: 3:45
- What is done with student data: 10:20
- Threats to student data: 15:27
- How to protect student data: 20:46
- National level: 21:04
- State level: 25:06
- Local level: 27:20
- Personal plan of action: 31:20
- Conclusion and questions: 38:04
Discussion questions

1. What kinds of student data do you collect? Where do you store it? Where do school officials and/or district store it?

2. How long is student data retained in your school district? Why do you think the data is retained for that time period? If you do not know how long student data is retained, how would you find out? What do you think is a reasonable amount of time to save student data?

3. Many teachers and librarians use apps and web-based software that have not been through a district-wide vetting process such as blogging software and web-based educational games. Do you sign your students up for third-party accounts or require that they do? What kind of information is collected about your students by those companies?

4. What do you do to protect your students’ data?

5. Consider the information about state laws and student privacy found in the Center for Democracy & Technology’s State Student Privacy Law Compendium (https://cdt.org/files/2016/10/CDT-Stu-Priv-Compendium-FNL.pdf). Look up the state laws for your state and consider how you would communicate those laws to your students, parents, administrators, and community. Several states do not have student privacy laws. If you live in one of those states, how might you use other state laws to influence your state legislature?

6. Do we need to collect as much student data as we do? Why or why not? What kinds of data should be time-limited and purged on a regular, scheduled basis? What kinds should be maintained? How did you come up with your decisions?
7. Are students aware of the data you collect about them? Why or why not? How might students become more aware of this data?

8. Consider your own social media accounts. If you were a student, how would college admissions offices view your online social behavior? How would the parents of your students? Your administrators?

9. What kind of student data is stored on your own devices? How is it protected?

10. Could you do a data dump to remove student data from your devices? What would you do to perform a data dump? What can you do to encourage others to protect and remove student data from their own devices?

Recommended activities

1. Create a graphic describing how specific student data “travels” through your own school district.

2. Pick one of the items on the slide labeled “Plan of Action: What Can You Do Now?” Choose one of the action plans and apply it to your class/school/school district.

3. The Electronic Frontier Foundation published a 2017 report on student data and privacy that includes several real-world examples. Download Spying On Students: School-Issued Devices and Student Privacy at https://www.eff.org/wp/school-issued-devices-and-student-privacy and choose a few of the page-long case studies for discussion. In small groups, discuss how your school or district would
respond to each situation. When uncertain, circle back to administration for answers. Over the course of a few additional meetings, come up with protocols to address these concerns in your organization.
Schell discusses the origins and continued efforts of the DataRefuge movement. Born out of fears of widespread removal of environmental and other governmental data that citizens and corporations alike rely on, DataRefuge has assisted in coordinating more than 40 “Data Rescue” events, bringing together librarians, developers, scientists, archivists, and other concerned citizens to archive a variety of federal data. The project has evolved into a multi-field conversation about the importance, and uneven vulnerability, of data. One of the main lessons of this project is the variety of ways that people can get involved in such preservation efforts. Schell will discuss a number of ways that participants and their students can assist in the project.


**Time:** Assume this activity will take 100 minutes (50 minutes for the webinar itself and 50 minutes for a selection of activities and/or discussion questions).

**Timeline:**
- What is DataRefuge: 2:52
- First iteration: 3:50
- Support and pre-existing programs: 6:12
- Questions before working: 7:34
- Questions I: 11:34
- Workflow: 16:46
- Results: 25:22
- Questions II: 26:09
- Current iteration of DataRefuge: 28:04
Discussion questions

1. How does Schell define data? How would you define or re-define data given the purpose of Data Rescue events?

2. When selecting materials to undergo a Data Rescue project, which criteria are important for selection? Why do you think those criteria are important?

3. What are some of the limitations and benefits to letting data rescue participants choose which websites they focus on?

4. How might surveys to scientists asking them to identify valuable government datasets be a useful method of prioritization? How might it limit archival practices?

5. What are some of the workflow difficulties discovered during early DataRefuge events? How do the workflow parameters influence how people can participate in this type of data rescue?

6. Where should data rescuers draw the line when they have to choose between preserving important versus vulnerable data?

7. Is the data rescue movement more effective as a bottom-up grassroots movement or as a top-down organized movement? Why?
8. If the movement is going to rely on grassroots volunteerism, how can we frame the complexities of data rescue into an activity in which novices can contribute successfully?

9. How might your classroom or school become more aware of the importance of federal data? What can you do at a classroom level to help with this effort within your broader curriculum?

10. Is there data you work with that you think is vulnerable? If so, what steps can you take to make it less vulnerable and/or more accessible? How does student privacy factor into your decision-making?

**Recommended activities**

1. **Go to the Wayback Machine** (https://archive.org/web/) and type in some common URLs. Explore archived versions of three to five websites. Compare those websites to the current version of those sites. What is different? What is the same? Why do you think it was important for those websites to be archived?

2. **The data rescue movement has focused on preserving data at the federal level. Is there data at your community level that is vulnerable?** How can your school work to preserve it?

3. **Make a plan** for how your school or classroom could participate in rescuing data in some way.
S. Science in the wild: How to make the most of citizen science projects at your school

Presented by Debbie Abilock, Susan Smith, and Connie Williams

Abilock, Smith, and Williams invite you explore the many ways that citizen science projects can fit into your classroom in order to build student skills, collaboration, and confidence. Together we will explore the process of incorporating citizen science projects into a specific course or curricular area. We will review university, governmental, and non-profit portals that offer projects, and the pros and cons of the formats and goals. We will also discuss how to discern an organization’s perspective, identify funding and scientific oversight, and how to best match your curricular objectives to a project.


Time: Assume this activity will take 120 minutes (55 minutes for the webinar itself and 60 minutes for a selection of activities and/or discussion questions).

Timeline:
Introduction: 1:30
Hypothetical projects: 5:10
Citizen science definitions: 7:23
Classroom integration: 12:25
Classroom assessment: 16:14
Creating or finding a project: 22:52
Education/curriculum standards: 34:14
Fun vs. engaging projects for your classroom: 36:16
Recap and questions: 42:24
Discussion questions

1. How might citizen science projects contribute to your students’ understanding of science? How might humanities teachers use crowdsourcing projects designed for use in citizen science online portals?

2. What elements would need to be in place, and what might students learn, in an ideal citizen science or crowdsourcing project?

3. How might citizen science projects contribute to your students’ sense of community or global engagement?

4. What “soft skill,” service learning, or socioemotional benefits might accrue from participation in citizen science projects?

5. Discuss how much expertise you think is needed to participate in different types of citizen science projects.

6. What are the advantages and disadvantages of letting students pick their own projects versus committing a class to the same single project?

7. How do you think that screen-based projects differ from “in the field” projects in terms of student engagement and learning?

8. Consider Susan Smith’s discussion about how to plan your citizen science project. Are there scientists or other people outside of your school who might want to partner with you? How might you find a local partner and establish a collaborative partnership?
9. What methods might you use to assess citizen science projects in your classroom or school? Why?

10. Citizen science can be deployed during class time, but also consider it as a community outreach activity. Imagine what it would look like to add a citizen science tag-a-thon activity — a time when volunteers come together to label online content — to your school calendar? Would you invite families? Community members? Partners from not-for-profit communities? Combine it with an existing event like parent-teacher conferences or Science Fair or create a standalone? How would you organize it?

**Recommended activities**

1. **Browse the physical or virtual citizen science projects curated at Scientific American** (https://www.scientificamerican.com/citizen-science/). Apply the presenters’ method for deciding on a project to your own context. What, if anything, do you think you need from your educational community in order for your class/your school to start or participate in a citizen science project? (Note: If you find a project that interests you, be sure to click through to see if it currently needs volunteer support.)

2. **We often ask our K-12 students to engage in inquiry about the natural world. Zoom over to Zooniverse.org, another digital portal to numerous online citizen science efforts. Take a look at the Michigan ZoomIn project, a University of Michigan project which features motion-activated photographs of Michigan wildlife. Which animals are familiar to you from your own area? How does that familiarity impact the way you approach the identification work? Now take a look at another wildlife project on the site like**
Penguin Watch, Wildwatch Kenya, or Elephant Expedition (all were active at press time). How does your curiosity react differently to these less familiar surroundings and species? What kinds of inquiry-oriented questions arise by engaging in various habitats? How might those kinds of “aha moments” make their way into your classroom?

3. Take a look at the Smithsonian Institution’s transcription project at http://transcription.si.edu, where several text-based artifacts from the museum’s collection await volunteer transcription. How do the currently-available projects resonate with you as potentially useful as an academic or service learning project? Try transcribing an item or two. How much time does each item take? What coding structures did you need to acquire prior to use?
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1. Your presence on social media

Jennifer Colby

Today we connect ourselves and share information on multiple social media platforms. Have you ever thought about who sees this information? Sure your friends and family can see what you have been up to, but what about prospective colleges and employers? Your digital footprints are everywhere and anyone (including colleges) can know just about anything about you. Sometimes we may share too much information — and sometimes we don’t know who is collecting it. Our social media accounts project an image about who we are and then people make judgements about us. Sometimes we are not in control of how that information is shared by others. Think about your presence on social media and how it can affect what people think about you.

Resources


Discussion questions

1. What is social media? List different social media platforms.

2. What are the benefits of engaging in social media? What are the drawbacks?

3. Do you have a digital footprint on social media? If so, list the social media platforms that you engage in.

4. What is the difference between and active and passive digital footprints? Can you give examples of each? Do you know who is actively collecting data from you? Do you know who is passively collecting data from you? Make a list for each type of data collection.

5. Consider your digital profile on the various social media platforms you engage in. How would prospective colleges and employers (correctly or incorrectly) make judgments about you based on only the limited information they have from social media? Do you think your digital profile on social media will hurt or help your college and career goals? Why or why not?

6. Do you think it is important to limit your digital footprint? Why or why not?
7. What can you do to “clean-up” your social media profile? Should you?

8. What steps can you take to protect your digital information?

9. What would you have to do to get off the electronic grid in order to not digitally share any information? Is it worth your time and effort? Why or why not? Consider this image – http://imgur.com/gallery/zebhR.
2. Tracking student physical activity in school

Tyler Hoff

Fitness tracking has become a standard part of any American initiative to improve physical fitness. Fitness tracking is now synonymous with wearables like Fitbits and Apple Watches. These devices have the capability to track fitness information, location and other health information. Oral Roberts University opened in 1965 with a rare fitness requirement for incoming students. In January 2016, the school announced it would require incoming freshmen to purchase and use a Fitbit, with a steps per week and average heart rate requirement. This data is stored in a secure database, to which school officials, including professors, have access. This sheet is intended to briefly inform about this issue, present some background resources, and provide sample discussion questions for students.

Resources


**Discussion questions**

1. Does this case surprise you? Why or why not?

2. Would this requirement be reasonable if it were an elementary school? Middle school? High school? How would you feel if your school had this requirement?

3. Part of Oral Roberts University’s mission is to educate the whole student, and students enroll with full knowledge of the fitness and Fitbit requirement. Is the Fitbit requirement reasonable or unreasonable? Before Fitbits, students logged their activity in a journal. Does this change your answer?

4. The University would be able to track student location, as well as fitness information, even while students are off campus or school is not in session. Does this change your opinion? The school has made clear that students are only required to log steps and heart rate information. Does this change your answer? While students are only required to log those two, they would have to opt out of location tracking on the models with that feature. How does this affect your response?
5. Should all professors have access to the data from the Fitbits? Why or why not?

6. It is probably only a matter of time until Oral Roberts’ database is hacked. Does this affect your answer?

7. Oral Roberts University was already one of the healthiest universities in the United States before the Fitbit initiative. Given this information, do you think the Fitbit plan is necessary? Why or why not?
3. Amazon Echo Look

Tasha Bergson-Michelson and Kristin Fontichiaro

When you are choosing an outfit to wear do you like getting feedback from other people? Do you wish someone would help you find the kinds of clothes you like faster? And that they fit perfectly? All these benefits are promised by Amazon’s Echo Look, a hands-free, voice-activated, Internet-connected device with a camera and two-way speakers. It takes pictures of you wearing different outfits and makes an automated judgement on which is the best. Amazon hopes to use the images users take to better understand the clothing they like, know what looks best on them, and to eventually be able to make clothing fit specifically to an individual, on demand. Consumer advocates worry that the wide range of information recorded by the Look could be harmful to users.

Resources


Tufekci, Zeynep. Twitter Post. April 26, 2017, 9:01 am. https://twitter.com/zeynep/status/857263409561317377. (Note: scroll down to see the entire thread.)

Discussion questions

1. Is this a device you would like to own? Why or why not?

2. What are the advantages of this $200 tool for people? What are the disadvantages? How might this tool help you feel more ready to face the world?

3. According to the promotional photos, for whom is this device intended? Women only? Women and men? Does the target audience change how you feel about the device?

4. What might you give up for this device to work? How might you be rewarded for giving up that data?

5. Whose standards determine whether you look good? You might think of how the system could privilege a certain cultural, ethnic, or stylistic group or even the “look” of particular designers. How will you know what data was used to train the algorithm into passing judgment on your fashion sense? Whose standards would you want judging you?
6. What else gets recorded, as Amazon Look is on all the time? In the promotional photos, Look is placed in the bedroom. Does that make this device different from other automated home devices like the Amazon Echo, Apple HomePod, or Google Home, which are more likely to be placed in a home’s more public spaces?

7. What could a company learn about you merely by “seeing” what you are wearing? In other words, what else might the camera be able to “see”?

8. Professor Tufecki’s Twitter thread begins by unpacking her concerns about the Amazon Look but then connects those issues to other, broader issues about privacy. To what degree do you agree with her overall line of thinking? Does any part of her thread bring up new reactions or thoughts about privacy or protecting personal data?

9. Some machine learning projects that are being designed to auto-identify the objects in the photo do a better job identifying Caucasian faces as humans than African-American faces. What would the implications be if Amazon Look is better at working with one skin type than another?

10. How might you feel if the system were to tell you your favorite outfit doesn’t make the grade?

11. What are the potential benefits/risks of this tool on someone’s self-esteem? Does the fact that the marketing materials show the Look being used only by females color your answer?
4. Smart home devices in court

Tyler Hoff

New smart home devices like the Amazon Echo, Apple HomePod, and Google Home work by listening to what you say and transmitting that data to a third party. They are only actively recording and transmitting when a keyword is used. However, they are always passively listening for that keyword. This means there is the possibility of audio recordings of illegal activity not obtained by the police and without the explicit consent of the person being recorded which could be useful for a criminal investigation. This issue was recently brought to a head by a murder case in Arkansas where Amazon refused a warrant for the recordings of the Echo sitting on the suspect’s counter. This sheet is intended to briefly inform about this issue, present some background resources, and provide example discussion questions for students.

Resources


Discussion questions

1. Does this case surprise you, or were you familiar with it?

2. Echos only begin “listening” when a keyword, also called a wake word, like “Alexa” or “Echo” is used. With this information, do you think there would be anything useful on an Echo in most cases? However, the voice recognition technology is not perfect and there are plenty of stories of Echos activating without the wake word. Does this change your answer?

3. Should people expect to have private conversations around smart home devices like the Echo?

4. Is data recorded and stored by automated devices like Echos different from a voicemail or electronic document created by the same person? Why?

5. Police discovered from another device in the Arkansas home that there was an unusual level of water use around the time of the murder. Should data recorded by smart home devices be covered by the heightened legal expectation of privacy in the home?

6. In 2014, the FBI requested Apple break into a user’s iPhone during the investigation of the San Bernardino shooting. How is this case different? The same?

7. Does this case change how you feel about the Echo? How?

8. Sometimes, phones are banned in schools, but smart-watches with voice activation (like Apple Watch’s Siri) are increasingly common. Does this kind of technology concern or excite you? Does this change the kinds of things you would say in school (whether you are an educator or a student)? Support your argument with evidence.
5. DNA mapping

Tasha Bergson-Michelson

Over the past several years, the cost of mapping an individual’s DNA has dropped dramatically. Now, many companies offer genomic sequencing services for as little as $99. Some consumers participate to find out where their ancestors come from, others to check if they have an increased likelihood of genetic diseases. Scientists argue that massive databases of wholly-sequenced individuals will allow them to compare and figure out what gene combinations indicate complex genetic diseases. They also tout the promise of personalized medicine, matching specific medicines and other cures to an individual’s specific genetic makeup. But other scientists argue that the science is not yet precise; privacy advocates worry about the implications of having access to such in-depth genetic data on individuals. What is the best choice for humanity as a whole?

Resources


**Discussion questions**

1. How does the privacy risk of DNA testing weigh against the benefits from having large-scale databases?

2. What do you think are the most compelling risks of donating your DNA for testing? What do you see as the most compelling rewards?

3. Who should be deciding what happens with an individual’s DNA: The individual? Scientists? Service providers? The government? What factors did you consider in forming your response?

4. Currently, the cost of genetic testing for health purposes can still be quite high, especially since most people need specially trained medical professionals to help them understand their results. If health insurance companies covered the cost of this testing and follow-up consultations, what would some of the possible implications be for consumers? Would
it affect everyone the same way? If not, what might some of the differences be?

5. What would the impact be if those with insurance were receiving genetic testing and those without insurance were not? What could the possible long-term consequences be? What do you think about those potential consequences?

6. Visit the Harvard site at https://aboutmyinfo.org/index.html. Test how easy or hard it is to identify you from some simple personal facts. What do you think the point of this site is? What do you conclude from having entered the data? How hard would it be to identify you from this data?
6. When insurance gives you a fitness tracker

Wendy Steadman Stephens

Health insurers have begun using activity data collected from wearable devices to provide either cash incentives or deductible rebates to active individuals. With a goal of long-term cost savings through overall health improvement, the attraction for insurers (and the employers that underwrite so many Americans’ health coverage) is clear, but overall the use of 24/7 wearable technologies has privacy implications. Wearables have the potential to provide justification for denying coverage to individuals deemed inactive or unhealthy, or increasing insurance rates based on information collected. The Denver Post reports that employers are expected to incorporate more than 13 million devices into wellness programs by 2018. Currently, the emphasis is on wearables to increase awareness of the level of activity and health indicators, but is it a slippery slope from incentivizing healthy behavior to requiring it?

Resources


Discussion questions

1. Do you wear a fitness tracker? If so, what motivated you to purchase it? How closely do you monitor your data and make decisions based on what the tracker tells you?

2. Many corporate health strategies require intermittent monitoring, but insurers concerned with overall wellness have the potential to require round-the-clock wearable use. Do you feel corporations should be able to mandate activity outside the workplace? If you forget to charge your wearable, should you be penalized? What about other personal health decisions: should an employer have the right to ask you to put on a seat belt? Not smoke? Not to drink alcoholic beverages? When and where does an employer have the “right” to control after-hours behaviors? Where would you draw the line in your own life?
3. As the capabilities of wearable health devices improve and increasing quantities of customer data is accumulated, companies will likely gain the potential to diagnose illnesses through improved sensors and big data analysis. How could insurance companies deny coverage or set rates based on preexisting conditions as collected by wearables?

4. Could employees have granular control over the types of information, how long it is stored, and whether it is portable between insurers? Does it matter if you can opt in and out of individual tracking features?

5. Do you think employers should be able to access raw fitness data? Should they be allowed to gamify workplace wellness by comparing employee metrics to recognize and promote healthy behaviors? Why or why not?

6. Some auto insurers encourage drivers to install monitoring devices in their vehicles in exchange for a discount. (For an overview of this, see https://cars.usnews.com/cars-trucks/best-cars-blog/2016/10/how-do-those-car-insurance-tracking-devices-work.) These devices are known formally as telematics-based tracking, and insurance companies often promote them to potential customers by saying that safe driving deserves a reward in the form of insurance discounts. Once installed, telematics devices tap into a vehicle’s internal computer to capture data about speed, distance, time spent driving, braking actions, and/or location. Is providing health information different from driving information? How? What kind of security or privacy do you expect your driving data to have?
Wendy Steadman Stephens

After realizing Internet corporations had intuited her engagement from online interactions, sociologist Janet Vertesi decided to treat her pregnancy as an experiment, strategically using encryption and a variety of anonymizing techniques to mask her consumer participation in the process of preparing for her baby’s birth. Vertesi discussed the difficulty, expense, and resulting anxiety of her decision to avoid revealing her pregnancy to marketers, revealing much about the ubiquity of online tracking and targeted advertising we experience both online and offline.

Resources


**Discussion questions**

1. Many of the techniques that Vertesi adopted, from using Tor to encrypt online searching to buying gift cards and using cash rather than account-lined payment methods, are associated with criminal behavior rather than privacy. What are some other possible reasons for desiring privacy?

2. Part of Vertesi’s experiment involved using gift cards rather than personal credit cards and having online purchases delivered to a locker rather than her home. She noted that many of her techniques to avoid notice were expensive. Does this suggest privacy has the potential to be a luxury good?
3. Vertesi found that data about pregnant women has a value of $1.50 versus ten cents for the average individual. What other groups might be similarly attractive for online marketers? How would they be identified from online behaviors?

4. Vertesi describes a reluctance to engage in social media for fear of inadvertently triggering a conversation about her pregnancy. Were you surprised that social media was a major source of information identifying mothers-to-be?

5. Vertesi went to great lengths to hide a particular and time-limited personal event. Why or why not would such tactics be tenable over the long term? What other life events might inspire a similar need for privacy?
8. ISP consumer data collection

Tyler Hoff

In 2015, the Federal Communications Commission (FCC) ruled that Internet Service Providers (ISPs) were utilities, and therefore under the purview of the FCC rather than the Federal Trade Commission (FTC). In October 2016, the FCC passed privacy regulations banning ISPs from sharing or selling data from consumers without express consent. Congress passed a bill overturning those regulations and preventing the FCC from creating "substantially similar" regulations in the future. On April 3, 2017, President Trump signed the bill into law.

Resources


Discussion questions

1. What problem is this law trying to solve? Who benefits? Who does not? What motivated politicians to believe this was a valuable act to benefit the country? Did your elected officials vote for this law? What do you make of their decision?

2. Does this ruling make you want to change your Internet browsing habits? Why or why not? Even without these rules, ISPs are mostly only able to see which websites you visit, not what you do on them. Does this change your opinion?

3. How are these regulations more and less helpful for consumers? Companies? In general?

4. The CEI article argues that the Wiretap Act, which disallows intercepting the contents of electronic communications without consent, also bars ISPs from monitoring metadata, like the websites you visit. Do you agree with this argument? Why or why not?
5. Some ISPs have policies that allow you to opt-out of data collection and sharing, but they are mostly difficult to find and sign up for. Is it worth most consumers’ time to opt-out? Why or why not?

6. Can you think of time in history when citizens have shared information that seemed innocuous at the time but ends up having a devastating effect? For example, some people say the data on personal religion gathered by the German government years before Hitler rose to power made it easier to identify Jews later. Do you find this historical reference hyperbolic or prescient?

7. The regulations that were overturned had not yet taken effect. Do you think that overturning these regulations will change how ISPs handle consumer data?

8. The bill was first proposed on March 7, and sent before the Senate on March 15, spending only 8 days up for debate in committee. How do you think this affected the contents of the law?

9. The regulations were overturned using the Congressional Review Act, which allows Congress to pass a resolution of disapproval of a regulation. Congress has passed thirteen such resolutions during the Trump presidency so far, compared to five during the Obama presidency, and just one during the Bush presidency. How does this affect your opinion of Congress and of this law?
9. Encrypted data, privacy, and government access

Jole Seroff

From ancient times, people have used codes, ciphers, wax seals, and other means to disguise information, ensure that no one but the sender has read a document in transit, or verify someone’s identity. Today, encryption is used to enable secure communications over the Internet in areas such as online banking and commerce, email, and more. The goal is to protect private information so even if it is intercepted, it will have little value to others.

In addition to private companies’ use of encryption software to protect their devices and the data they transmit, millions of individual users of email and messaging services opt to use end-to-end encryption to protect their personal communications from hackers. But some lawmakers argue that encryption software should include an access key for law enforcement.

Consider the sources below to better understand the benefits, risks, and potential legal concerns related to using end-to-end encryption for your digital communications.

Resources


Discussion questions

1. Watch the YouTube video from the Wall Street Journal to get a refresher on how end-to-end encryption works. What is encryption? What is its value to society? What are the chal-
lenges it poses for law enforcement? In what ways are these challenges difficult to address?

2. Some feel their messages have no sensitive content and so do not require encryption. Marlinspike’s blog post above quotes a law professor and a Supreme Court justice to argue that the complexity of U.S. law makes it nearly impossible to know when one may be in violation of a law or potentially implicated in criminal proceedings. Do you find this or any of Marlinspike’s arguments convincing? What, if any, reasons do you see for encrypting personal messages, regardless of their content?

3. In the Wired profile of Marlinspike, he is quoted as saying, “I think it should actually be possible to break the law.” Part of his argument holds that positive social change requires experimentation with practices outside current norms. Are there other ways for radical ideas to develop into something that could be valuable to mainstream society? Have you ever known of a case in which someone broke a law in a way you thought was justified?

4. While encryption can offer privacy to ordinary citizens, it also offers cover to criminal activity. The Burr-Feinstein bill is intended to require that private companies and individuals comply with court orders to decrypt data for law enforcement purposes. However, much encryption software is developed outside of the U.S., so our laws may not be sufficient to keep encryption out of the hands of criminals. Would you argue that there are still reasons to mandate backdoor access to encrypted devices? Consider the Pfefferkorn source. In your opinion, what are the strongest arguments for or against establishing backdoor access for law enforcement?
5. In the Center for Democracy and Technology (CDT) reading above, CDT rejects the proposal before Congress to establish a National Commission on Security and Technology Challenges. Take a look at the concerns they raise and the recommendations they present. This is a nuanced issue about which much of the public is not well-informed. Imagine you were a reporter crafting a story on this topic. What are some key elements raised in the CDT statement that you would include in your report aiming to better inform the public?

6. The Niskanen Center and the CDT, both organizations that advocate for civil liberties, have distinctly different takes on the proposal to establish a commission to address technology, privacy, and law enforcement, known as the McCaul Commission. Compare and contrast the sources from Niskanen and the CDT. How would you characterize their differences? Do you find one more convincing? Why?
It can be difficult to feel in control when you think about all the ways data is collected and used, both with and without your knowledge or direct consent. In addition to protecting your data through the choices you make about when and how to share it, you have the power to communicate your opinions about how information should be handled directly to your elected officials. Not only can you request that your officials vote for or against a proposed law, but constituents can recommend legislation they would like their officials to sponsor. If you do not believe it is the place of the government to make laws to protect privacy, you can communicate directly to the companies and other organizations that use your data, and use your power as a consumer to advocate for how you would like to see them use, or protect, your data.

Resources


Discussion questions

1. Do you think that the government should play a role in protecting consumer data privacy? Why or why not?

2. Do you think that industry self-regulation is an effective way for us to protect personal data? Why or why not?

3. Consider what you have learned about privacy, controlling your personal information, and information ethics. Is there a particular issue about which you feel strongly, either in support of corporate rights to collect and use individual information or about rights of individuals to data privacy?

4. Consider the audience of your letter: an elected official. What kinds of arguments would appeal most to the things that are important to the recipient of your letter? How might you explain why you feel strongly about this particular
topic? Is there some element of your topic that you feel impacts you on a personal level? Why?

5. To whom might you address your concerns? Is it a state-, federal-, or corporate-level concern? Is there a lawmaker, government agency, or business leader for whom your comments would be most pertinent?

6. Today, there are so many ways to communicate. Discuss the advantages or disadvantages of these modes of communication: face-to-face visit, letter, contact on Twitter or Facebook; electronic submission via an elected official’s website, fax, or other.

7. Federal elected officials keep offices in their local area as well as in Washington, D.C. Which point of contact might have more effectiveness: one call among many to the nation’s capitol or one call among fewer to a regional office?

8. Try crafting a paragraph expressing your opinion to the pertinent recipient.
11. What is a reasonable expectation of privacy?

Jole Seroff

The Fourth Amendment to the Constitution protects citizens from “unreasonable search”, but as society changes, what is considered “unreasonable”, and as technology advances, is it clear what constitutes a “search”?

Critical precedence was set by the Supreme Court in 1967 in the case of Katz v. the United States. Charles Katz was suspected of illegal gambling activities; federal agents attached a listening device on the outside of a public phone booth to capture evidence, but the Supreme Court threw out this evidence, ruling that Katz had a right to expect that his conversation was not being monitored. The agents would have needed to establish probable cause and obtain a warrant to legally record these conversations.

Since 1967 the “reasonable expectation of privacy” has entered our national consciousness, but legally speaking, it’s a challenging standard to apply. Importantly, that right is forfeited with regards to information a citizen knowingly shares with a third party, such as an email service or a credit card company. The result is that it may be far from evident which of one’s communications are protected. Technological advances further muddy these waters, and new precedents are being set. In Jones v. United States (2012), the Supreme Court stated that attaching a GPS device to a car in order to track its movements constituted a search. And in 2014 the court established that a review of suspect’s smartphone is a search that requires a warrant, even after a suspect is arrested. (This is as opposed to other contents of an arrestee’s pockets, which can be searched once an arrest has been made.)
Examine the sources below to consider: How do we establish what is a reasonable expectation of privacy? What new challenges to our definition of privacy are posed by technology? Why are rights to privacy important for our society, even if they may sometimes protect those who are breaking the law?

**Resources**


**Discussion questions**

1. Freedom from unwarranted search and the privacy that provides were considered essential values and liberties by the framers of our Constitution. What connections do you see
between legal protection of privacy and the basic principles which underlie our society? In our modern context in which so much is shared publicly, can we understand the value placed on privacy by our founders? Why or why not?

2. One position on privacy holds that those who are not break-
ing the law have nothing to hide. Does privacy continue to have a valuable role in our lives today? Why or why not?

3. In United States v. Jones (2012), Justice Sonia Sotomayor, writ-
ing a concurring opinion for the majority, wrote, “Awareness that the Government may be watching chills associational and expressive freedoms. And the Government’s unrestrained power to assemble data that reveal private aspects of identity is susceptible to abuse. [It may] alter the relationship between citizen and government in a way that is inimical to democratic society.” Do you agree? Why or why not?

4. It is often suggested that we must balance liberties and security; in other words, the more open our society is, the more risk that someone might take advantage of that open-
ness to do something criminal or dangerous. In the majority opinion on Arizona v. Hicks (1987), a case often referenced in the Apple and FBI dispute over turning over the phone data of the alleged San Bernardino shooter, Justice Antonin Scalia wrote, “…there is nothing new in the realization that the Constitution sometimes insulates the criminality of a few in order to protect the privacy of us all.” Under what circum-
stances do you think the promise of security is worth the sacrifice of freedoms?

5. In Riley v. California and United States v. Wurie (both 2014), Chief Justice John Roberts, on behalf of a unanimous de-
cision, wrote, “Modern cell phones are not just another
technological convenience. With all they contain and all they may reveal, they hold for many Americans ‘the privacies of life’ ... The fact that technology now allows an individual to carry such information in his hand does not make the information any less worthy of the protection for which the Founders fought. Our answer to the question of what police must do before searching a cell phone seized incident to an arrest is accordingly simple — get a warrant.”

Now that you’ve read three opinions, how would you define the key aspects of an individual’s right to privacy with regard to cell phones?

6. Your rights to privacy only cover content which you have not shared with a third party. Does this knowledge impact the choices you make, for example about what to purchase with a credit card or post on social media? What questions do you ask yourself before posting? How might you help students consider this?

7. Consider the case of Apple v. FBI Federal agents asked Apple to override its security software and enable law enforcement access to the San Bernardino shooter Syed Rizwan Farook’s iPhone. Apple refused, stating that such a security work-around would set a dangerous precedent encroaching on civil liberties. The suit was dropped when the FBI gained access to the phone with the help of an independent contractor. Would you want the manufacturer of your smartphone to be giving away your personal information?

8. The core dispute is over whether technology companies should be required to build “backdoors” into their software that allow warranted searches. Why might technology companies be unwilling to do so? What is the value of data encryption? Do work-arounds undermine that value?
9. What do you think of the solution that was reached in *Apple v. FBI*? Once there is a search warrant, is it justifiable for U.S. law enforcement to use hacking to gain access to a device locked by encryption? Do you believe that technology companies should be compelled to assist in government access to the devices they produce?
12. Intergenerational differences and data privacy: Generational shift or developmental stage?

Susan Smith

The popular press has suggested that Millennials and their younger siblings, Gen Zs, are relatively cavalier about protecting their data privacy online. But is this accusation really justified? Gen Z (birth years 1996 to present) are cloud natives in addition to being digital natives (Center for Intergenerational Kinetics 2016). They have grown up using cell phone apps and social media. More pragmatic and strategic users of social media, Gen Zs have experienced cyberbullying as well as the benefits and celebrity associated with their own content creation. Use of social media is suggested as a key differentiator for Gen Z, who are more concerned about online privacy than Millennials but less so than Gen X and Boomers.

Gen Zers prefer fleeting and anonymous apps like Instagram and Snapchat, and place their trust in social media influencers. They are more likely to share personal information based on the online recommendation of celebrities, organizations, and affinity groups. Controlling for differences in rates of social media use among Boomers, GenXers, and GenZers, data privacy concerns may not be so different. Boomers say they are more cautious about sharing personal information, but their online behavior may actually be very similar when on social media. Gen Z seems generally more cautious about most online data requests, but they are willing to share data for more relevant ads. How can educators help them to understand how online “influencers” are leading them to sacrifice data privacy?
Resources


Discussion questions

1. How can we explore students’ social media and their understanding of data privacy? Develop a lesson plan that either incorporates social media use, or uses scenario-based examples to encourage students to explore what they will share online.

2. How does Gen Z’s comfort with online payment apps, like Venmo, change our obligation to teach financial literacy? What are the challenges?

3. How do Gen Z’s interests in environmental and social justice causes affect their decisions to share personal information? Have you seen examples of this with school projects or fundraisers for causes they care about?

4. The Murnane article suggests privacy concerns are disregarded when grades or school success are concerned. Do students see the association between apps that track homework habits or reading completion and deeper intrusions into their personal data collection? On a continuum, how do these intrusions rank with data collected on their health and shopping habits?

5. As teachers, discuss your personal privacy concerns as Millennials, Gen Xers or Baby Boomers. On what kinds of apps or online destinations are you most likely to share
information? How might these be shared and used with your students? Do students identify sites that use encryption when profiling users? Do you?

6. If influencers’ endorsements convince Gen Zers to trust privacy protections more, ask teens to reflect on their top influencers of the past month. Consider dividing into categories like music, clothing, technology gadgets, etc.

7. If research suggests Gen Z will trade personal data for more targeted ads, how can we help them become more aware of their consumer profile? In other words, when is it worth giving up your data? Do students measure the cost in terms of dollars, products, prestige, prominence, or something else?

8. Review Facebook’s privacy changes (see first resource, page 117) from 2005 to 2010 with students, then have them read and review the current policy, using the “Privacy Basics” page for understanding. Review the “Photos” or “Likes and Comments” sections with a discussion group. Which parts of the policy are surprising? Why? If your conversation is a professional development activity with teachers, how might we promote greater understanding of data “leaks” with our students?
13. Comparing United States and European Union approaches to privacy

Jole Seroff

One way to assess the laws and regulations governing the collection and use of data about individuals in the United States is to compare our practices to those of another system. The European Union provides a case study for comparison. Although several factors distinguish the governance of the EU and the U.S., we share many values and democratic practices.

In the U.S., laws have emerged over time to govern specific sectors, such as healthcare or banking. This enables more regulatory flexibility, but can create loopholes or undermine equity in personal data security. In the EU data protection is considered a fundamental right that applies regardless of sector or industry. This creates more uniformity which can simplify implementation, but has also raised concerns around freedom of the press, and critics argue that it stifles business and innovation.

How far is too far to go in protecting individual’s rights? What are the differences and the resulting benefits and drawbacks of these two contrasting systems?

Resources


Discussion questions

1. It is often argued that differing attitudes about privacy across the Atlantic can be traced to the events of World War II, when invasion of personal privacy played a pernicious role in totalitarian social control. In the article from NBCnews.com above, correspondent Bob Sullivan argues that the divergence in policy between the U.S. and the EU can be traced to another cultural difference: Europeans generally trust government more than corporations; Americans do not, and so do not empower the government to adequately regulate corporate practices with regard to personal data. Do you find either of these arguments compelling? Which do you think sheds more light on our present-day differenc-
es? What other reasons do you see for the variance in our regulatory systems and our attitudes toward personal data privacy?

2. Many EU privacy laws stem from The European Union Directive on Data Protection of 1995, which sets out a basic philosophy privileging privacy. Regulations in the U.S. tend to be industry specific, with different laws applying, for example, to credit card companies than to health care providers. What do you see as the benefits and drawbacks of each of these regulatory approaches?

3. Consider the controversial EU law popularly known as the Right to be Forgotten, by which individuals can file a request with a search engine to eliminate specific results from appearing when someone searches for their name. If private individuals have a right to request that search engines adjust their results, what are the implications for censorship and free access to information? Conversely, is it acceptable that Americans have no recourse with regards to inaccurate or damaging information that might be posted about them without their consent?

4. U.S. privacy regulations are sometimes driven by court cases or action at the state level. For example, the 2003 data breach notification law passed in the state of California requires companies to tell consumers when their personal information has been lost or stolen. Similar laws have subsequently been enacted in other states and have resulted in about 90 million consumer notifications. Given that the U.S. population is estimated at approximately 325 million, 225 million of whom are adults, this means that approximately 40% of adult Americans have been notified of a breach involving their personal data. In your opinion, is the state- or
case-driven model a good one to serve as a basis for U.S. policy? What problems could arise from this approach?

5. Many policies in force at the EU level are not applied uniformly across member nations. Further, some policies are so restrictive that it’s common to violate them; consistent enforcement may not be feasible. Considering the challenges of establishing a single policy for multiple nations, what is the value of privacy recommendations at the EU level? Could inconsistent enforcement undermine the integrity of legal guidelines overall?

6. The US and EU have similar regulations designed to protect children. In the US, the Children’s Online Privacy Protection Act (COPPA) bans collection of personal data, such as that gathered by social networking sites, from people under 13. Based on your experience either with students or with young people in your personal life, how effective is COPPA? Does it limit exposure of young people to unauthorized data collection? What do you see as the weaknesses of this law? Does it go too far or not far enough? What challenges are inherent in regulating access by age in online spaces?
Have you ever tried reading a website’s privacy policy or terms of service? You know, the one that you click to say that you have read before signing up for a service. According to Pew Research Center, in 2014, 52% of Internet users believed that if a site had a privacy policy that meant the site was keeping user data confidential. In fact, policies may state that anyone using the service gives permission for the owners to access, use, and sell personal data.

But how are we supposed to understand those long, complex, and – let’s face it – boring documents? Here are some resources to give you a hand.

**Resources**


students, or find screenshots online, rather than having each student download the extension in advance.)


“Terms of Service; Didn’t Read.” n.d. Terms of Service; Didn’t Read. Accessed June 21, 2017. https://tosdr.org/. (Note: This is a crowd-sourced tool; currency may vary.)


**Discussion questions**

1. After reading (and trying out) the resources above, discuss which services you encountered. Make a list in small groups or as a class.

2. What terms of service/privacy policies feel like they are in place to protect you? Do you think they do that well?

3. What terms of service/privacy policies feel like they are in place to benefit the organization at your expense? Why do you feel that way?
4. Which of the terms that benefit the organization more than you do you feel are reasonable, given that you want particular services to exist? Which do you think are invasive or otherwise problematic for the user?

5. Modeled on Bailey’s “How to Read a Privacy Policy,” make up a list of words you might search for (using control+F or CTRL+F keystrokes on your computer’s keyboard) within a privacy policy/terms of service document to protect your own privacy.

6. The resource list above includes numerous tools for helping you understand what is happening with personal information you give to services you use. Which of them do you like best? Why?

7. “Terms of Service; Didn’t Read” (ToS;DR) is a crowdsourced tool for helping the public understand terms of service. Because it is crowdsourced (meaning that it relies on volunteer contributions, not scheduled updates by paid staff), it is not always possible to update it immediately when an organization changes its terms. Find the page on ToS;DR for a service you use, and find that organization’s terms of service. What needs updating on the ToS;DR website? Create your own document with updated policies for your selected site to share with your class.
Wendy Steadman Stephens

Cambridge Analytica has constructed a database of 230 million American adults, with up to 5,000 pieces of demographic, consumer and lifestyle information for each. Information on file might include any or all of the following:

» voting histories (meaning whether or not you voted; your actual voting decisions are known only to you)
» age
» income
» debt
» hobbies
» criminal history
» purchases and consumer history
» religious leanings
» health concerns
» gun ownership
» car ownership
» home ownership

Supplementing those data points is psychological information users may have shared through quizzes on social media. In both the 2016 Brexit vote and the U.S. presidential election the same year, Cambridge Analytica, a privately-held company, made its data available to campaign organizers to facilitate virtual and geographic microtargeting. In the presidential election, datasets
and sophisticated software algorithms were used to place 4,000 differentiated online ads varying in minute detail, including different headings, colors, captions, or which photo or video was shown to a potential voter.

Cambridge Analytica’s insights were also used by Trump campaign canvassers on the ground. An app identified the political views and personality types of the inhabitants of a home so that Trump canvassers, prepared with talking points tailored to the resident, only rang at the doors app rated as receptive to his messages.

Highly-targeted marketing played a large role on behalf of conservative candidates and causes in 2016, but it is not exclusive to conservatives. Homegrown data collection systems were developed by the 2008 and 2012 Obama campaigns to help use campaign and fundraising efforts as efficiently and effectively as possible.

**Resources**


**Discussion questions**

1. The U.K. and Europe have strict privacy protections limiting the use of personal information, but U.S. data brokers have both broad access to local and state government records and to troves of consumer information available to any company or candidate who can afford them. Who might each approach benefit?

2. Cambridge Analytica treats data points it has collected as proprietary information, voicing reluctance to reveal specifics in case its intellectual property is reverse-engineered. However, it has provided examples including mapping the
3. On the basis of an average of 68 Facebook “likes” by a user, it was possible to predict their race (95% accuracy), sexual orientation (88% accuracy), and Democratic or Republican party affiliation (85% accuracy) (Kosinski, Stillwell & Graepel, 2013). Will this change the way you interact with social networks?

4. Cambridge Analytica’s model relies upon the OCEAN theory of personality — openness, conscientiousness, extroversion, agreeableness, and neuroticism. Are those traits static or could they change over time? Are there other traits that you think would help Cambridge Analytica better know a consumer?

5. How could your quality of life could improve by allowing companies to better tailor the communications you receive?

6. According to the U.S. Census Bureau (census.gov/quickfacts), there were approximately 234 million adults in the United States in 2014. How does knowing that statistical benchmark help you gain understanding of the number of citizen profiles Cambridge Analytica has (approximately 230 million)? How does that knowledge change or reinforce your opinions on Cambridge Analytica’s scope or practices?

7. Cambridge Analytica will sell its data, but the data is expensive. What impact might its data have on an election in which a very wealthy, well-funded candidate who can afford Cambridge Analytica’s data is pitched against one with fewer financial means?
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Kelly Hovinga

Citizen science projects engage people — often with little formal scientific training — in collecting, analyzing, and/or tagging data about the natural world. Interactions can occur in nature, such as counting birds, looking for tags on butterflies, or banding turtles. With increasing frequency, citizen scientist projects can be completed via online project portals, allowing armchair astronomers to look for galaxy patterns, amateur biologists to tag elephants in photographs, and non-professional medical researchers to outline the nucleus of cells.

These volunteer labors are often under the direction of a professional scientist, who may design the research study or even take the volunteers’ raw data and process and synthesize it. Given that funding for research is highly competitive in the sciences, citizen science contributions can dramatically accelerate the quantity and speed of the research process. More can be done with fewer funds.

While citizen science can yield important results, how are citizen scientists viewed by the professionals with years of formal training? Here, we’ll look at three citizen science projects as well as a scientist’s analysis of a citizen scientist project. The first project is River Keeping, the second is online browsing history, and the third is roadkill. The scientist’s editorial discusses the recent concern over artificial turf causing cancer.


Discussion questions

1. How do the various citizen scientists contribute to research in these articles? What does their involvement make possible that might not otherwise be possible?

2. What previous training is required and is not required to be a citizen scientist in these examples?

3. How do the various authors view citizen scientists? Do they
mention any citizen scientists by name? How do they use language to describe these citizen scientists?

4. What are the scientists asking citizen scientists to do? Who should be credited when new findings are discovered?

5. What are some of the possible limitations with citizen science and with using volunteer efforts in general?

6. David Ropeik says, “Citizen epidemiology can be tremendously valuable, but it is not science.” Do you agree with this statement? Why?

7. One hundred years ago and more, the distinction between formal and informal science investigations was significantly blurrier than it is today. It was considered appropriate for upper-class gentlemen to engage in the study and classification of insects, flowers, and animals, for example. Doctoral degrees were far less common than today. How has science changed as a result? Has anything been lost?

8. How is the study that Griffin conducted in the Stat article different than the studies conducted by citizen scientists in the other articles? Why might that matter?

9. Why might the authors from Discover choose to write about citizen science in a very positive light?

10. Why might Ropeik write about citizen science in a negative light?

11. After looking through the articles, what kind of research benefits from citizen science? Should citizen scientists try to move beyond those expectations? Why or why not?
2. Candy Crush and Zooniverse: The psychology of citizen science

Kelly Hovinga

My father handed me his binoculars as we stood amidst the tall grass. Through the lenses, I watched the controversial reintroduction of wolves into Yellowstone National Park. I was only five, but to this day I remember fuzzy dots running through the arid foothills of Western Montana. Years later, I defended species reintroduction in a debate during social studies class. Oftentimes, the act of seeing a living animal at a young age has an impact on how children evaluate the value of wildlife (Clayton n.d.). Citizen science projects like Zooniverse allow children and adults to view pictures of animals in the wild, helping both with the conservation of animals and the fostering of appreciation for wildlife.

Many citizen science projects have turned to the human processing power for pattern recognition in the classification and sorting of data. At first blush, the act of looking at picture after picture seems like it would be mind-numbing; however, the citizen science projects that utilize this method have proven to be very popular and effective ... and keep volunteers’ attention. The success of Zooniverse’s methodology has to do with psychological imperatives built into the human brain regarding pattern recognition and community building.

Take, for example, Wildwatch Kenya, a citizen science project on the Zooniverse.org platform that focuses on giraffes and other vulnerable or endangered species. Researchers have rigged 100 cameras with motion sensors along trails in the nature preserves of Kenya. Every day, the cameras take thousands of pictures and upload them. Volunteer classifiers are “served up” one ran-
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dom image at a time and are asked to identify the animals in the picture. To maximize accuracy among these non-zoologist participants, each picture is sent to fifteen participants. The reality is that while artificial intelligence (AI) can identify many things, humans can still do a better job. Researchers use the resulting tagged images to verify the existence of new species of giraffes, track giraffe migratory habits and activities, and document other species that share their habitats. Scientists hope this data and the conclusions derived from it will contribute to the preservation and conservation of giraffes and their environment.

Is it just cute mammals that keep volunteers at their computers? Perhaps there’s more to it than that — perhaps the same instincts that keep us engaged with animal identification projects like Wildwatch Kenya, Michigan Zoomin, Penguin Watch, or Elephant Expedition (all on Zooniverse.org) is similar to the psychological effects of playing repetitive games like Candy Crush, Tetris, or Bejeweled.

This case study looks at the psychology behind environmental citizen science projects that rely on pattern recognition and how these projects foster conservation concerns within the participants. Before reading the articles and discussion questions below, please spend fifteen minutes or so actually participating in the citizen science project (link here: https://www.zooniverse.org/projects/sandiegozooglobal/wildwatch-kenya). While you can participate without logging in, creating an account will let you keep track of your citizen science efforts across time.

Resources


**Discussion questions**

1. When you were exploring Wildwatch Kenya, did you have questions afterward about the animals in the photographs? For example, did observing animals at night or seeing animals in clusters versus alone raise new lines of inquiry? How did you feel when the picture showed an animal you had never seen in the wild before?

2. Do you think the potential spike in dopamine caused by a successful recognition affected how long you persevered with the animal identification task?

3. What are some of the similarities and differences you noticed between the games Candy Crush, Bejeweled, and Tetris and the act of identifying animals on Zooniverse?
4. Think about the steps you took to identify an animal that might not have been instantly recognizable. How did you go about trying to identify it? Do you see pattern recognition activity in your decision-making?

5. How big of an influence do you think psychological factors play in the retention of Zooniverse volunteers? What might be other reasons why people return to the site?

6. The first pop-up on the Classify page for Wildwatch Kenya says, “In many cases, you’ll be one of the first to see [the pictures]!” Do you believe this influences how you feel about the process and the animals in the pictures? Why or why not?

7. Do you think you would feel differently about the experience if you were looking at animals native to your location instead of animals in Africa? Why or why not?

8. What studies would you like to see conducted on the psychological impacts of online citizen science identification projects?

9. Did you end up using the chat option to go to the forums to discuss what you saw? If you did, what did you notice about the conversations? How does that fit into social psychology?

10. Do you think you will do this again? Is the use of game mentality an ethical method in citizen science projects? Why or why not?
3. Citizen science techniques to uncover insights in the humanities

Connie Williams

Even though “citizen science” appears, from its name, to be only about science, nothing could be further from the truth. Utilizing the skills, observation and intent of citizen science projects – those projects that include citizen participation in the capturing, interpreting, and analyzing of data – encompass a wide variety of subject areas including art, history, biography, and government.

Artist sketchbooks and diaries can enlighten art enthusiasts, while reviewing old sailor logbooks and transcribing Civil War soldier diaries help us to understand the daily lives of previous generations and their unique perspectives. At the same time, the work of transcribing the content of these documents makes the information collected available for study and understanding. These projects help students to see data differently: Not just as a series of tick marks or numbers but as snippets from a past world that, together, form an intriguing constellation of ideas, thoughts and perceptions. By crowdsourcing the efforts of many enthusiastic volunteers, new insights emerge as well.

Projects on the Zooniverse.org citizen science portal cross many subject areas from biology, physics, and ecology to humanities-based subjects such as language, literature, art, and history. Many of these include transcription of letters, diaries or other hand-written documents. Students have much to gain by joining in on projects like these because they gain an uncommon perspective: the ability to see the world via the minutia of one person’s daily observations. As they engage with projects to transcribe and describe primary source documents into text that
can be easily searched by future scholars, students can see how someone living in a different time and place observed his or her world. Historians on the back end of the project gain a collection of documents that are easy to use, thereby giving them access to a wider view of their research.

How can we create a classroom environment that encourages students to notice how these documents and artifacts are data points? And when those data points become scannable and searchable, how can students see that the affordances of current technologies can give us new insights into the past? How can humanities-based citizen science projects help students to walk in the footsteps of others to see what drives their collaboration, discovery, and innovation?

In this case study, we invite you to divide the participants up into small groups. Give each group a project you’ve selected in advance from Zooniverse.org/projects from the Arts, History, Language, Literature, or Social Science categories. Then invite them to share what they have learned, brainstorm teaching and learning connections, and respond to the questions below.

**Resources**


**Discussion questions**

1. How might humanities data collection differ from more typical definitions of citizen science data collection?
2. What questions might one ask of an historical document that they might not ask of a scientific document?

3. If there are lots of documents in museums and other archives, how might digitizing them help us with access? What can we gain from this access?

4. How can humanities subject specialists learn from data gathered by projects like those available in the Zooniverse categories listed above?

5. How can the humanities use citizen science data to gain a deeper understanding of culture? How does crowdsourcing the effort impact this understanding?

6. What can the humanities learn about research from the citizen science movement so that they can apply it to their own subject?

7. Why would a K-12 teacher engage students with a humanities-based citizen science project?

8. Once a teacher has completed a unit using a citizen science project, how could he/she bring it together for students to see/understand the bigger context/picture of their work?

9. What would assessment look like for participation in a humanities-based citizen science project?
Leafsnap is an online database with a mobile app interface for tree identification, providing high-resolution images of trees’ flowers, fruits, petioles, seeds, and bark along with their known geographic distribution. An image import feature allows users to tag images with geocoded location data, contributing to mapping and monitoring biodiversity in the Plant kingdom.

The mobile app uses the device camera to capture visual information about the edges and contours of the leaf to compare to its database. The app processes the image to suggest possible genus and species, but relies upon the user to refine the results. When users upload or import their own photographs, the app encodes them with location information in the form of geospatial data. This encoding automatically links the photo information to the location and adjusts the mapped range of the species as necessary.

The web-based version features tabs for Northeast US, New York, Washington, D.C., and Canada; an independent U.K. version is supported by the Natural History Museum in London. An alphabetically sorted list has columns for leaf, flower, fruit, common and scientific names. The more than 20,000 high-quality laboratory images from the Smithsonian collection appear in controlled backlit and front-lit versions, with several samples per species on black backgrounds for contrast. In addition, more than 7,000 images have been uploaded from the field, taken by mobile devices in outdoor environments containing varying amounts of blur, light, and shadow. The dataset is also available for research.
In this case study, you’ll explore Leafsnap and its algorithms to consider potential possible influences that could affect the app’s database.

**Resources**


**Discussion questions**

1. The Leafsnap project started in the Northeast United States with Columbia University, the University of Maryland, and the Smithsonian Institution as founding partners, with plans to expand to include the whole of the United States. What is the relationship between this area’s dense population, early settlement, and tree data? Do you think the app could be useful in other geographic areas? Rural areas?
2. The dynamic nature of the Leafsnap database makes it a modern update to traditional printed field guides. What features are unique to its digital incarnation?

3. Leafsnap got its start in facial recognition software. Thinking about the capabilities of augmented reality apps like Google Translate and Aurasma, what else might be identifiable by shape?

4. Given the high resolution camera necessary to submit images, who do you think contributes to Leafsnap? Do you think mobile computing can be democratizing in this context? Why or why not?
5. Habitat Network: Learning about and managing the landscape we share

Susan D. Ballard

Originally begun in 2012 as the YardMap project, the Habitat Network is associated with the Cornell University Lab of Ornithology and the Nature Conservancy as a platform for citizen science. Habitat Network provides an opportunity for individuals, including members of the professional science community and ordinary citizens, to collaborate and share information in order to develop a better and deeper understanding of the environments we share with wildlife. Data is collected as individuals across the country create an account and “draw maps of their backyards, parks, farms, favorite birding locations, schools, and gardens” (Habitat Network 2017). The project is designed to provide participants with landscape details and tools so that they learn how to manage and sustain wildlife habitats as part of a greater conservation community.

The project relies upon a three-part process:

» **Draw a map** (to assess the habitat);

» **Learn about habitat** (use custom tools and articles to create habitat and seek out guidance from the community);

» **Create change** (use information to manage the habitat; report back on changes made and impact).

The Explore Tab provides:

» an opportunity to **enter a ZIP code and discover local resources** such as information about the particular EcoRegion, pollinators, native plants, and local experts;
» a link to a **photo gallery** of images submitted by participants;
» a **graphic representation** of the “average” American backyard; and
» featured sites of **exemplary projects**.

The Learn tab provides menu-driven access to vetted and linked articles on native plants, healthy ecosystems, design advice, flora and fauna, mapping, and more.

In this case study, you’ll explore some background information about biodiversity, the Habitat Network site itself, and the website for the lead organizations behind Habitat Network. Then you’ll discuss how this site might be a useful citizen science site for your community.

**Resources**


Discussion questions

1. Why is it important to study and share practices to improve the wildlife value of residential landscapes? Does your answer change if you live in a rural, urban, or suburban area? Why or why not?

2. Observational studies such as the Habitat Network have limitations that "gold standard" research projects may not have. For example, they may lack of rigorous controls, replication, randomization, or baseline data. Why is crowdsourced observation still valuable?

3. Does transforming urban areas into functional habitat to better support a diversity of wildlife also increase the quality of life for people and communities? Why or why not?

4. Thinking about your own community, have you noticed any changes, good or bad, impacting wildlife habitat? What are the consequences, both positive and negative?

5. Can you identify an area in your community that has been impacted recently by habitat fragmentation? How might the community mitigate the impact?

6. What other types of data collection do you think would be useful to assess habitats and wildlife health in your community?

7. Go online and look at the websites for the Cornell Lab of Ornithology and the Nature Conservancy. Are there other projects that your community and/or school might be interested in participating in?

8. How can activists further promote engagement with habitat conservation efforts?
There are many projects on the Internet taking advantage of crowdsourcing to speed up and validate laborious and painstaking tasks. One of these projects is the Smithsonian Transcription Center (http://transcription.si.edu), which allows volunteers to sign up and help to transcribe analog texts given to the Smithsonian for online access. These range from scientific journals to diaries from explorers to jokes from Phyllis Diller’s personal joke collection. While the material varies broadly, the common thread is that the text is such that a computer cannot properly scan it, hence the need for volunteers. Anyone may sign up to be a volunteer (or, as they like to say, volunpeers), and there is no minimum requirement for time worked or expertise. Multiple rounds of transcription help staff and volunteers alike feel confident that accuracy will be developed over time.

Resources


For the rest of this activity, we recommend you give participants at least 20 minutes to make an account, explore the site and its projects, and try their hand at transcribing a document to see what they can discover.

Discussion questions

1. What general similarities or differences do you notice between the projects? How do they connect to your curriculum, service club volunteer needs, or community interests?

2. What subject matters were covered in the projects you saw? Did you feel like most subject areas were covered by the selected projects? What factors do you think went into choosing specific projects for the Transcription Center?

3. From the projects you saw, do you think you are equipped to participate right now? If not, what expertise or training would you need to feel like you could participate effectively? Even if you feel ready to participate, what training could the Smithsonian provide that would improve the contributions of the volunteers?

4. Does this project appeal to a particular subset of society, by education or socioeconomic class? Why? What could be done to appeal to a broader swath of society?

5. Most of the Smithsonian collection is handwritten, and much of that is in cursive. How does that impact what volunteers are interested and equipped to help in a substantive way?

6. What impact does being hosted by the Smithsonian have on the appeal of the projects? The contents? Funding?
7. How easy to use is the website? Do you think it encourages people to get involved, and does it make it easy for them to do so?

8. What barriers are there for other museums and archival institutions to engage in the same kind of project?

9. Which projects were particularly compelling to you? Which were not? Were there any that you feel no one would be interested in?

10. What could the Smithsonian do to encourage participation in specific projects? Should it do so?

11. Do you think some of these projects are more worthy of inclusion than others? Discuss why you may or may not think some are more or less worthy, and what selection criteria the Smithsonian should use in the future.
7. Where does federal data go?

Connie Williams

A government document is any document produced by the government with taxpayer money. With rare exceptions, government documents are not protected by copyright; instead, they are considered to be in the *public domain*, meaning that they belong to all of us. Some government information is mandated, with direct legal instruction to compile data, or provide proof of service or collect particular information. Government information is an ever-changing commodity subject to politics, economics, and legalities. In the past, government documents would be printed on paper and sent out to a variety of government document repositories that would collect, catalog, and make these documents available to researchers and the public. If a report went out of print or if government priorities changed, those documents remained in those print collections.

As the government has continued to publish its documents online, at great cost savings over print production, it has emerged that there is no formal requirement for federal agencies to archive their online content at the federal level. Therefore, some online government information is archived, but some is vulnerable to loss.

Government websites change with each new presidential administration, and efforts to build archival systems have been underway for nearly a decade. As early as 2008, the End of Term Web Archive project of the California Digital Library and the Internet Archive were working to copy and archive government websites at the end of a presidential administration (see http://eotarchive.cdlib.org/). With the addition of the Library of Congress, University of North Texas Libraries, George Washington University Libraries, Stanford University Libraries, and the U.S.
Government Publishing Office, the project grew into the End of Term Presidential Harvest, which began saving online government content in July 2016, months before the November 2016 presidential election outcome was known (see http://digital2.library.unt.edu/nomination/eth2016/about/).

However, with the 2017 presidential transition, government information has been scrutinized carefully by the new administration for political position and viewpoint. There is a concern among citizens that access to historical government data will be closed, and new data will remain secreted behind closed Agency doors. There is also uncertainty about the preservation of data if government agencies are defunded and closed moving forward.

The Open Government Act (https://www.congress.gov/bill/115th-congress/house-bill/1770) has been proposed to keep public Agency information open and available for citizens to see and use. If passed, each Agency would create and follow an “Open Government Plan” and post it on their websites.

Many are worried that important government information not only will be, but is, being lost. What are the ramifications of these changes? Who owns the data once it is no longer accessible? In this case study, you’ll browse the sites below to gain awareness of the issues around archiving and accessing government data.

**Resources**


Discussion questions

1. Who owns government data and who should determine who can access it?

2. Who benefits from being able to access government data? Who benefits when data disappears? What right do ordinary
citizens have to accessing government data? Who should decide?

3. How would you go about finding government datasets? Who would you ask for assistance?

4. Which projects seem to have the most promising capabilities to preserve government data? Which strategies do you find most compelling? Most valuable?

5. Some government datasets, such as citizen science projects hosted by the National Oceanic and Atmospheric Administration (NOAA), the National Aeronautics and Space Administration (NASA), and the Smithsonian Institution (SI), is constructed with data provided by ordinary citizens who believe they are contributing to a more effective and impactful government. What rights do citizens have to be able to access datasets to which they have contributed?

6. Since websites change with different administrations, where does the previous administration's information go?

7. Do you see datasets as objective or subjective? Is government information authoritative, if it can come and go at will?
8. Native knowledge meets scientific knowledge through citizen science

Connie Williams

Long before Western explorers discovered that there were lands and peoples living beyond their own world, these people were traveling across oceans, navigating from island to island and other land forms with knowledge acquired by experience, education, and lore. Ancient Pacific Islanders could navigate between land forms by reading waves, wind, and bird patterns. Inuit weather predictors relied also on the visual, physical, and observational patterns of wind, cloud formations and other clues to upcoming weather (CU Boulder Today 2010).

Today, weather forecasters use the power of the Big Data of the historical record alongside worldwide contemporary observations to predict the next round of heat or incoming storms. Yet, even with the help of immense data, has weather forecasting become more accurate today than in previous generations?

“Native knowledge” – that knowledge handed down through generations by direct instruction, storytelling, cultural folklore, and daily observation – provides a kind of knowledge gleaned from decades of informal and personal data collection that has worked previously, but may or may not be grounded in scientific research. Yet for centuries, it has been used to guide people through processes (such as weather, birth, health, farming, and gardening) that impact our lives. Such knowledge helps us create a sense of understanding around which we create our social, legal, and cultural norms.
What some scientists call “alternative knowledge” can be considered as knowledge that is derived from sources other than those conducted scientifically, e.g., “ancient wisdom.” “Old wives’ tales” fit into this category, as most of us have benefitted from [much to our chagrin sometimes] the advice handed down to us from our mothers and grandmothers. There are many examples of scientific research designed to prove or disprove the substance of motherly claims.

Which data should we trust: lived data, scientifically-gathered data according to Western principles, or both?

**Resources**


Discussion questions

1. Begin by viewing the New York Times video on creating an igloo. What kinds of knowledge do you see playing out in the video? How might a formally-trained scientist explain what is happening?

2. How does native knowledge, which thrives on observation based on daily impacts compare to the data captured by citizen scientists, which is built on quick observation of empirical data?

3. Consider the Kestler-D’Amours article and the IK-MAP project. How does this project show a partnership between contemporary data documentation methods used by scientific experts with the deep traditional knowledge of elders?

4. The Farmer’s Almanac was first published in 1792, bringing data and observational lore to farmers, sailors, and city dwellers. How might a publication like this kick-start scientific observation – not expensive and sophisticated data collection tools – as a way to predict upcoming weather, how to best plant our garden, and when to head to the river to fish?
5. How might knowledge accumulated through the years or generations and through social connections be construed as citizen science? Are they similar in any way?

6. Are “old wives’ tales” considered to be incorrect because of implied sexism? For example, does society downplay these tips because of an inherent bias that knowledge handed down from women cannot be factual? What other “tales” are discounted because they do not come from scientific evidence?

7. How has science interrupted native knowledge, bringing about unhealthy or unsafe processes?

8. How might native processes – those rituals and/or solutions used by those within a cultural context – have interrupted science by refusing to make important changes?

9. How can indigenous knowledge work with Big Data to create new solutions to problems? What examples do you see in the readings above?

10. How might scientific research help native knowledge recognize changing patterns that might not be easily seen in the short time periods within its changes?
Bonus feature: Choosing a citizen science project for your classroom

Susan Smith, with Connie Williams, and Debbie Abilock

Citizen science (we call it C-science) projects offer teachers the opportunity to connect their students to scientists doing real research on real-world problems. Some citizen science projects help students engage with the natural world: counting butterflies in a field, using telescopes to scan the night sky, photographing mosquitos, or measuring photosynthesis. Others involve online contributions, like marking up images of cells, counting penguins, pinpointing the eye of the storm on radar images, and identifying wildlife in photos. There are even projects on citizen science sites that use C-science principles of collaboration and crowdsourcing to look more closely into art, history, or culture, but aren’t science at all — such as transcribing Civil War telegrams, Phyllis Diller’s joke file, and tagging images so scholars can search and find relevant graphics in less time. These “citizen humanities” projects follow the same format and mission as C-science, but encourage citizens to interact with artifacts including letters, diaries, documents, and images.

Done well, C-science can make science “come alive” for students, by connecting them to the scientific community at large, encouraging them to engage with the global community and empowering them to design their own research that might open new insights about the world around them. How do we find the “right” project for our students and our courses? There is no Match.com for teachers and projects; however, there are some considerations that can help you plan a rich and rewarding experience for you and your students.
What is citizen science?

While citizens have done this for centuries, the modern idea of a citizen scientist emerged from increasingly large, professionalized scientific research projects in the 1900s. The earliest C-science projects were often driven by the need for geographically diverse data or by scientists looking to scale data collection beyond what they could accomplish on their own. Today, there are C-science projects led by scientists in universities, activist-scientists working at non-profit organizations, even neighbor-to-neighbor grassroots initiatives. In fact, some of today’s longest-running citizen science projects were born out of the activist movement of the 1960’s — ordinary citizens taking action to improve the world around them. For example, the Maryland “Save our Streams” program — one of the earliest in the U.S. — began a conservation initiative in 1969 which expanded nationally in 1974. In all cases, utilizing volunteers to identify, capture, tag, and categorize observations and data allows all of these groups to enlarge the scope of their study, giving them better, more reliable results.

C-science involves ordinary people in large-scale data collection and analysis, usually to study some aspect of the natural world, and often under the project leadership of a professional scientist or scholar. While projects in environmental science, astronomy, and bird migration are popular, there are thousands of active investigations in all areas of science. Scientists benefit from having data collected by hundreds or thousands of volunteers and students, while the volunteers gain experience and personal pleasure collecting, observing and helping to analyze data in scientifically designed projects.

C-science is sometimes conflated with service learning, since both involve student volunteers for a “real” purpose. However C-science projects are unique in that scientists or experts manage the research design and analysis, but employ large numbers
of volunteers to conduct very specific observations, measurements, or tests. Sometimes data collection happens “in the field” and sometimes it is done via computer, for example marking up medical scans or looking for numbers branded onto sea lions. These options mean that citizen science is not merely for those with the means to take students on field trips: all students can be engaged without leaving the building.

Finding a right-fit project

Finding the right project may seem like a bit of a chicken and egg problem. Unless you want to design your own study — and portals like http://zooniverse.org/lab have protocols for how to do this — most of us will be searching lists of projects to find those that align with a topic or standard. Thorough vetting of the project on the front end will help you design the best experience for you and your students. Some engage participants in the design and are focused on collecting data that can withstand peer review; others are preliminary experiments used as proof of concept. Understanding who funds and manages the research is important in order to decipher the agendas or desired outcomes of the project.

Here are some questions to consider as you begin looking for a citizen science project:

» How much training of volunteers is offered?
» Has this project (or, if using an online portal like SciStarter.com or Zooniverse.org) worked with high school students before?
» Are there videos, online tutorials, and other teaching resources available?
» What is the role of the lead scientists? Do they have an outreach or instructional team member who is available
for questions or assistance? Are the scientists teaching allies and in communication with participants directly, or do they direct the research behind the scenes?

» Can you discern political or social perspectives, and are you comfortable discussing these?

» Is there an obvious educational goal, or are objectives primarily related to “doing science” or service learning work?

» How social is the team with its citizen scientists? Some online projects use Twitter, email newsletters, tagging within online platforms, and even gamified features like leaderboards to keep volunteers engaged. Are their communications and platforms compatible with your school’s policies?

» How participatory is the project design? Could you and your students have input in methods and instruments?

» How much redundancy is in place? In other words, if your students decide to mis-tag wildlife photos, are there enough other people looking at the same photo that the “joke” will be ignored? In most cases, there is far more redundancy in online projects than you might anticipate. For example, the Michigan Zoomin project (https://www.zooniverse.org/projects/michiganzoomin/michigan-zoom-in), which seeks to gather baseline data about Michigan wildlife in various locations around the state, serves up each of its hundreds of thousands of images to fifteen participants. Even if your class clown thinks she’s just sabotaged the research, she hasn’t.

Defining success

Considering your teaching objectives, how you will define success? Are you interested in having students contribute to solving
a scientific problem in your community? Seeing students read more science news? Having students gain fluency in working with large datasets? Encouraging students to view science as a form of civic engagement? Or maybe success is that your students become “hooked” on C-science and seek to contribute to another C-science project.

Scope

Do you want this project to have local or national impact? For example, those participating in Cornell’s eBird project contribute their own local birdwatching data to a national dataset that has benefits far beyond their local community, whereas those who count turtles at a local beach will have greater grassroots impact. A decision about scope will determine the scale, number of volunteers, and size of the data set. Another variation on this question is to ask: Will the data only flow one way — from your students to the project — or do the scientists provide feedback and disseminate results back to your students?

Topic

Think about your curricular objectives. For example, what area of curriculum interests you and your students, enhances their passion for science, or supports scientific principles like classification or discovery? Whenever possible, involve your high school students in the process of matching selection criteria to a project! Browsing sites like SciStarter (https://scistarter.com/page/Educators.html) or Zooniverse.org can show students the breadth and depth of potential projects and create great classroom discussions. California Academy of Sciences shares tips for guiding students through the choice (https://www.calacademy.org/educators/lesson-plans/choose-your-own-citizen-science-project#search).
Feeling more ambitious? The Cornell Lab of Ornithology has an excellent toolkit (http://www.birds.cornell.edu/citscitoolkit/toolkit/toolkit) for designing your own project in any scientific area and offers advice on everything from question formulation to finding volunteers and collecting, analyzing, and disseminating data.

**Type of engagement**

What kind of experience do you want for your students – contributing to data collection or learning the process of experimentation? Delighting in photographs of animals in the wild or learning to prepare specimens for review? Doing fieldwork or staying in front of a computer screen? Some goals might be to foster inquiry, enhance engagement, improve science process skills, or gain understanding of the nature of Big Data sets. If you want them to analyze data, what kinds of data literacy skills are required?

The type of engagement you choose will also dictate the amount of time spent on the project. Doing fieldwork will require time away from the classroom (think multiple field trips) whereas identification of computer images can be done individually at home or as a whole-class activity at school.

**Prior knowledge**

What kind of preparation will your students need prior to engaging in a project? Perhaps, in order to participate in a citizen science project, they will need to know how to accurately measure liquids, count ladybug spots, take a water sample, or understand how cells replicate. They might also need practical advice, such as wearing (or avoiding) bug spray, perfume, or sunscreen. Without that context, students may be active without actively learning.
Timing

Consider, too, the season and time of year. Some citizen science projects require a burst of rapid-fire volunteer input and complete quickly. Others last over several months or years, with ongoing data collection, analysis, and new opportunities for input as the projects unfold. Does starting early in the year allow for a longer partnership with a C-science project? Are there certain projects — such as bird tracking — that can only be done in summer or early fall before birds migrate for the winter or deciduous trees drop their leaves? Are there certain seasons in which getting students out in nature or onscreen for a virtual project are a better fit for the academic year?

Some studies go on for years. If you want your students to get feedback on the data they’ve contributed, make sure the project’s timeline will accommodate those needs. On the other hand, you may not want to be the first group to sign up; some suggest that the project should be in at least its second year of data collection.

Sources for projects

Now that you have brought your aspirations for C-science into focus, you’re ready to find a project that match your learning goals. Some projects are already featured in the case studies in this section of the book. Here are some of our favorites.

Project portals

These sites can be a good start for schools because there are numerous projects on a single website. So with a single log-in and similar interfaces for each project, students can move quickly from one project to another.
**Scistarter.com** (https://scistarter.com/page/Educators.html) was updated and redesigned in 2017 and, as of press time, featured nearly 900 projects from which to choose! Projects at the time of publication include photographing clouds or overflowing water, documenting flu cases around you, contributing editing skills to a video about the 2017 eclipse, and air monitoring. You can help NASA, U.S. National Parks, weather networks, and the U.S. Geological Survey. You can browse from the home page or check out the Educator’s page, which sorts projects by elementary, middle, or high school levels

**Zooniverse.org** has numerous wildlife projects as well as those in transcribing and digitizing historical papers and artifacts. As of press time, you could help the National Oceanic and Atmospheric Administration monitor Steller sea lions or identify cyclone patterns, lend University of Michigan researchers a hand in tracking Michigan wildlife, read and transcribe the diaries of British World War I soldiers for the Imperial War Institute and Britain’s National Archives, or help scholars identify beach plastic from photos taken by drones.

**Smithsonian Transcription** (https://transcription.si.edu) lets you interact with documents and resources from its many museums. Many projects ask project “volunpeers” to retype or describe content that is photographed but not machine-readable. As of press time, projects included transcribing the notebooks of an Arctic explorer, a book explaining 18th century compound interest, the materials of Harvard’s earliest female astronomers, or correspondence between global art dealers.

**CitizenScience.gov** (https://www.citizenscience.gov/) is the hub for citizen science and crowdsourced projects run by various government agencies. At the time this book went to press, projects included public health tracking for the Centers for Disease Control, the U.S. Army Corps’s annual Midwinter Bald Eagle Survey, and the U.S. Immigration and Customs Enforcement’s app to try to catch child predators.
Finding aids

These sites list citizen science sites of interest:

**Scientific American** has a comprehensive lists of citizen science projects (https://www.scientificamerican.com/citizen-science/). While some projects point to Zooniverse or SciStarter already, others are standalone sites. Be sure to check project dates – some projects listed are no longer seeking volunteers. At press time, open projects include in-person habitat monitoring in the Florida Keys, an annual survey of trees in California and Oregon to monitor for Sudden Oak Death, and a University of Oklahoma soil collection project. For app-based citizen science, try the publication’s list at https://www.scientificamerican.com/article/8-apps-that-turn-citizens-into-scientists/.

**Wikipedia** lists several ongoing and completed citizen science projects. Their list included, at the time this book went to press, the Audubon Christmas Bird Count (a tradition for over a century), the Big Butterfly Count, and projects from the California Academy of Sciences.

**Individual project sites**

Want to keep students from wandering into other projects instead of working on the one you hope for? Consider a standalone project site like one of these:

**GalaxyZoo.org**, a sister site to Zooniverse.org, asks volunteers to help classify galaxies.

The **Cornell Lab of Ornithology**, one of citizen science’s longest and most successful citizen science initiatives, has several projects from counting birds at your back yard feeder to the complex

**Fold It** (http://fold.it), the University of Washington’s gamified project that uses human puzzle-solving skills to figure out how proteins fold. Unlocking the secrets of protein folding could help doctors figure out how to undo the ravages of some diseases like Alzheimer’s.

**The USA Phenology Network** is a consortium of numerous university, government, and research labs that studies phenology, or nature’s cycles — the timing of things such as bird migration, insect emergence, and fall leaf color change. The Network’s team members study the effect of climate change on plants, animals, and landscapes. See https://www.usanpn.org.

**Nova Labs** (http://www.pbs.org/wgbh/nova/labs/about/), based around the award-winning PBS television series, is a unique take on citizen science because it teaches students the skills to use professional data to draw conclusions across a wide range of scientific topics. This portal was designed for educators and students to choose an active experiment where they can learn to “think like scientists.”

**Don’t see what you’re looking for?** We recommend this online search strategy: [“citizen science” AND a topic area AND a locale]. Note that the brackets represent the search box itself and should not be typed into the search engine!

**Conclusion**

Armed with a more nuanced understanding of citizen science and related projects in the humanities, educators can select a project that best matches curricular objectives and our students’ abilities and interests. Knowing what you’re looking for, you’ll be
delighted by how many citizen science projects are available to you and how many scientists are eager for your students’ volunteer support.
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1. Unroll.me email tracking and data sale

Tyler Hoff

Do you get too much email but don’t want to miss announcements of your favorite stores’ sales? Do you wish your email system could sense all of your not-quite-junk but not-quite-useless email and put it all in one place for when you were ready to read it? That service is exactly what Unroll.me, owned by Slice Intelligence, said it would do — filter, organize, and remove your email subscriptions and present them to you in a single email, reducing email clutter. It sounded like a game-changer.

Then, in the New York Times’ April 2017 piece on ride-sharing service Uber and its founder, Travis Kalanick, there was a brief mention of Uber’s efforts to gather intelligence on its competitors. The Times made mention of one of those efforts: buying anonymized receipts issued by Uber competitor Lyft that had been harvested from emails accessed by the service Unroll.me. Unroll.me promised to help users organize and remove subscriptions from their email inboxes. As it turned out, a clause buried in the terms of service all users agreed to allowed Slice to sell their data as it saw fit.

This case study explores the tensions that can be surfaced when a company engages in large-scale data collection behind the scenes while marketing itself as a customer-facing solution.

Resources

Discussion questions

1. What are the key issues and perspectives in this case?
2. The Internet Archive has a long-standing project – called the Wayback Machine – to archive web pages over time. Go to http://web.archive.org and type unroll.me into the search bar. Find the version of the site archived before the New York Times story broke on April 24, 2017. Compare that home page to the current one. What is the same, and what is different? What language do you see about the benefits and risks of using the tool? Was Unroll.me’s marketing appropriately descriptive of the service? Explain your response.

3. Permission to harvest data from emails was in the end user license agreement (EULA) that subscribers agreed to when they registered for Slice’s free Unroll.me service. Is what Slice/Unroll.me did OK? Why or why not?

4. Did Slice/Unroll.me have an obligation to compensate for the fact that most people either skip reading EULAs or are sidelined by EULAs’ length or legal language? Do you think consumers should actively take measures to prevent their data from being sold in this manner?

5. Do you think the large public outcry against Unroll.me was warranted? Why or why not?

6. Several of the articles above state some version of, “If you’re not paying for it, you’re the product,” meaning that you are “paying” for so-called free services by contributing your data and personal information. Do you think this is always true? If so, how much more thought do you think consumers should put into which services they use?

7. Is it practical for users to avoid all services that might try to sell their data in this way? Explain your thinking.
8. Google recently announced that Gmail would stop harvesting user data from emails sent and received, a practice it had engaged in since Gmail’s public release in order to customize ads served up to individual account holders. Was what Slice Intelligence did substantially different from what Google was doing? Why or why not?

9. Google has stopped Gmail from operating in this way, but all other Google services harvest user data for sale in some way. Should consumers stop using Google services? As a follow-up, if consumers did stop using Google services in large numbers, what would the consequences be?

10. How can users work to be more aware of what services are doing with their data? Some argue that the simple answer to scenarios like these is to just always read the terms of service agreement. Is this a reasonable expectation? Why or why not?
2. Big Data and discrimination

Jo Angela Oehrli

Big Data seems to be invading our lives. From how it influences our car insurance premiums to the kinds of information we see online, Big Data is pervasive. Big Data is not just everywhere though. It’s constantly behind the scenes making decisions and drawing conclusions for us. And while it’s great, for example, that banks can notice when your banking behavior changes, it can be disturbing to consider that banks know where you are based on your purchases. It can be even more disturbing to realize that software and algorithms are making decisions about you without the benefit of human intervention.

The use of Big Data can be both a benefit and a hindrance because it illuminates our actions and cultures in many ways and then it tries to digitize future thinking. For example, politicians can point to data about the United States prison population as evidence of the high rate of incarceration of the African American male population. The conclusions we draw about those high rates of incarceration may provide evidence of past discriminatory practices. Or consider this: what if judges decided what a convicted criminal’s sentence would be based predictions of future, not past, crimes? Algorithms like that might have been designed to protect society, but should a current crime’s punishment be based on the possibility of future criminality without human intervention? An unintended consequence could be that the cycle of discrimination would continue.

Americans seem to inherently value equality and have huge faith in how technology can level any playing field. Against that backdrop, the question of whether technology could potentially perpetuate inequality is an urgent one. In this case study, we’ll consider how Big Data has the potential to both help us address current discriminatory practices and perpetuate past inequalities.
**Resources**


Discussion questions

1. How is Big Data improving our lives now? What is the potential for improvement in the future?

2. What are some examples of how Big Data has been used to discriminate? Do you see the discrimination as intentional or as an accidental byproduct of well-intentioned people? Why do you see it that way? If it is accidental, how can well-intentioned people address the issue?

3. Who is likely to benefit from the use of Big Data? How does the identity of those beneficiaries inform issues around discrimination?

4. Based on the readings, who has been most affected by discrimination in Big Data? Why do you think those populations are disproportionately impacted?

5. Can you think of other examples when the advance of technology has had intended or unintended negative con-
sequences? What can we learn from those examples when considering Big Data and discrimination today?

6. From where does the Opportunity Project get its data? How has it helped to harness Big Data for positive impact? From what you see, what is the project doing to ensure that the data is not being used in a discriminatory fashion?

7. After reading the Timm piece, browse a few other articles on the Insurance Thought Leadership website. What, if any, interests does the insurance industry have that might influence their thoughts on discrimination and the use of Big Data? Do you see other authors on this list whose perspective might be less objective? Why?

8. Regardless of intent, how do we work toward minimizing Big Data’s potential for discrimination today?

9. Do you think that Big Data will likely lead to discrimination in the future? Why or why not?
Beginning in 2014, Vizio manufactured internet-enabled televisions that continuously tracked and retrieved records of what consumers watched through proprietary software which was turned on by default. Vizio earned revenue by selling data about consumers’ television viewing history to third parties for three uses:

1. audience measurement;
2. analyzing advertising effectiveness (in such cases data was used “in the aggregate”); and
3. targeting advertising to particular consumers on their other digital devices based on their television viewing habits.

No names were attached to the data sold to third parties; however, it did include details such as sex, age, income, education, and marital status. Along with these details, Vizio provided their clients highly-specific, second-by-second information about television viewing activities in each household.

In February 2014, a remote update installed tracking software to older model Vizio TVs. After the update, a pop-up notification appeared onscreen for one minute, stating that Smart Interactivity had been enabled and directing consumers to the Vizio website for more information. This notification provided no information about the collection or transmission of viewing data.

Ultimately, the Federal Trade Commission fined Vizio $2.2 million for the unauthorized collection of this data, and Vizio was required to delete all of the data it collected under this program.
Resources


Discussion questions

1. Some of the data about consumers that Vizio collected and sold was aggregated, showing trends in groups, while some was associated with individual users. In your opinion, is there a significant difference between these two ways of packaging consumer data for sale to third parties?

2. How much specific information about an individual consumer would constitute a violation of privacy?
3. Some invasions of privacy are egregious, like knowing that a hacker has posted your username and password online or discovering that someone has engaged in identity theft with your identity. In this case, the company would know when you watched television and what you watched. To what degree are you comfortable with this information being siphoned out of your television, potentially without your knowledge? Is TV viewing data worthy of protection? What kinds of conclusions, including possibly erroneous ones, could others draw about you based on TV data?

4. Owners of Vizio TVs always had the option to go into their settings and turn off the software that was collecting their viewing data. Is the opportunity to opt out sufficient? Or should the law require that consumers opt in, effectively requiring default settings to prioritize consumer privacy?

5. What kinds of anonymized data should companies be empowered to collect for the purpose of improving their product? What about for the purpose of building new profit areas by selling this data?

6. Consumers’ viewing history is covered under certain privacy protections. As we see in the FTC filings linked above, “Practices are not permitted if they are likely to cause harm to consumers and that is not outweighed by countervailing benefits to consumers or competition” (see page 174). Do you believe there is potential injury to consumers in the gathering and selling of this data? What do you think would be the potential benefits to consumers or competition?

7. The law also protects consumers from misrepresentations or deceptive omission of relevant information. Would you argue that setting the televisions to record and transmit
details of viewing behavior by default constitutes intentional concealment? Or is it the consumer’s responsibility to discover what information her electronics are recording and transmitting about her behaviors? How would you define the consumer’s responsibilities with regards to protecting her own privacy?

8. Vizio television sets tend to be priced at a lower price point than other television brands. Could you argue that Vizio’s practices were beneficial or harmful to consumers with lower incomes?

9. Other electronics companies also collect this sort of data about customers, but only after customers have opted into the program. Further, other companies don’t seem to have sold data that can be used to link that viewing data to other devices a consumer owns. In Vizio’s business model, the data about a consumer’s viewing habits were associated with an IP address; because the IP address is linked to any internet-connected devices in the home, Vizio’s sale of this data enabled advertisers target ads to a consumer’s other devices, such as a phone or tablet, based on what she had watched on television. When the data about TV viewing habits is used to reach the same consumers in other venues, does this constitute an important distinction with regard to privacy?
4. Big Data and self-driving trucks

Debbie Abilock

Long-haul automated trucking is being tested by multiple companies aiming for benefits in productivity, health, and safety. Like self-driving cars, autonomous trucks (with back-up professional drivers) are equipped with sensors, lasers, video cameras, and guidance systems which gather and process massive amounts of data.

The goal of Daimler, Otto, Peterbilt, Volvo, and other companies is to use this data to enable four-ton (80,000-pound) behemoths to steer, accelerate, and brake as skillfully as experienced professional truckers do under challenging road conditions, in problematic weather, and surrounded by vehicles driven by less predictable human drivers.

Recent events have raised questions of privacy and cybersecurity for all self-driving vehicles. The benefits of continual operation at optimal speed and the mitigation of errors made by sleep-deprived truckers are counterweighted by the special concerns of long-haul driving such as the maneuverability and stability of massive vehicles; regular transportation of hazardous cargos; and the potential loss of blue-collar jobs.

The costs of testing self-driving trucks are much higher than for self-driving cars, so extensive highway trials of heavy vehicles has yet to occur. This interval offers us opportunities for thoughtful policies and regulations in advance of a general roll-out of long-haul trucking with varying levels of driver automation.

Autonomous trucking has additional complexities beyond those for personal autonomous vehicles given its unique economic pressures: salaried drivers and businesses’ expectations of rapid
delivery. The constellation of articles presented below provide a broad landscape of the issues related to the trucking industry, including

» safe working conditions for drivers;
» potential impact on commerce and employment;
» industry definitions of levels of autonomy;
» planning for effective testing of autonomous or semi-autonomous trucks; and
» permitted activities on a state-by-state level.

If time allows, we encourage your participants to read most or all of these articles. If time is limited, consider asking participants to divide into small groups, each taking one or two articles, and then summarizing the key information for the larger group.

**Resources**


Discussion questions

1. How are the challenges of developing self-driving trucks different from those for self-driving cars?

2. What do major stakeholders – truckers, trucking companies, and government – agree are the most important issues to be resolved?

3. Brainstorm how each of these issues could be addressed via incentives, voluntary policies, government regulation, and legislation.

4. Which combination of ideas in Question 3 offers the most promising benefits in comprehensively addressing stakeholder concerns?

5. If you prioritize these possible solutions, how would you order them from high to low?

6. What criteria did you use to rank them? Why? Whose perspectives are most satisfied in your priorities?

7. What stakeholder concerns are poorly represented? How might these be addressed by modifying your solutions?

8. Does anything you have discussed in this case study change how you feel about self-driving personal vehicles? Why or why not?
5. Predictive policing: The seduction of technology

Susan Smith

The 2002 sci-fi film *Minority Report* describes a future where policing is guided by troves of data that will predict where and by whom crimes will be committed. There are indications that predictive policing — using past data to predict where future crimes may occur — is gaining widespread acceptance today in some of the nation’s largest cities.

Algorithms have been developed to use Big Data to help police focus on locations and people most likely to be associated with crime. While these tools are intended to reduce bias and racial profiling, they may instead reinforce and amplify the prejudices they seek to eliminate.

While predictive policing could potentially be used to study officer behavior or help with mental health interventions, to date most initiatives serve to validate and reinforce unfair law enforcement practices, especially among people of color.

Debate over how we reconcile civil rights law with the collection of this data, who should have access to the data, and the profit motives of the corporations that sell body cameras and cloud storage that collect and store the data are very real concerns.

Resources:


Discussion questions

1. Which civic and industry groups benefit most from the use of predictive policing as a strategy and a tool?

2. Can predictive policing be salvaged as a way to reduce crime? How could it be improved?

3. How do we reconcile the 4th Amendment right to prove “reasonable suspicion” as a condition of arrest with computer-generated probabilities based on location or social networks? Will the laws have to change to accommodate technology?

4. How might local governments be incentivized to invest in predictive tools for use beyond criminal behavior, to instead distribute social services or combat police brutality?

5. What businesses or industries might be accidentally impacted by predictive policing? For example, how might predictive policing indicate “less safe” areas that might discourage tourism or restaurant visits in an area? How might real estate values be impacted?

6. With such tight security around the data these programs produce, who will audit the results and methodologies? Who should have access to the data?

7. Are you personally more comfortable with geospatial predictions of crime than with identification of potential criminals? Why might that be? Are there any pitfalls in thinking that place is a better indicator than person?
8. What are the pros and cons of using “deep learning” and AI when identifying patterns in policing practices from body cameras?

9. Discuss the potential privacy concerns with developing a “heat map” of a city’s most dangerous people based on Big Data predictions. If, as described in the Verge article, these lists are not available under the Freedom of Information Act, as other civic documents are, what civil rights does a “potential” offender have?

10. Is free speech violated if social network posts are added to the data used to identify the “most dangerous” people? Do these rights extend to online “speech?”

11. Does the expansion of predictive policing into white collar crime equal the playing field or extend self-reinforcing crime fighting into yet a new area?
Big data is the collection of personal data, such as browsing history, address, age, gender, and purchasing habits. Personal data can be collected by companies who specialize in gathering information, or it can be done by companies like Facebook and Google, but the uses are largely the same. Companies rely on Big Data brokers to create user profiles, which are often used for marketing. A home insurance company will be interested in targeting people who have just bought homes. A car company that sells minivans will be interested in targeting families with more than one child. The collection of personal profiles allow companies to target particular segments of a population for the products and services they offer.

Use of Big Data has increased at an exponential rate over the last few years, and with its growth, so has its applications. In the United States, there are actually no laws that specifically prohibit the use of Big Data. Instead, companies regulate their Big Data usage by comparing their proposed project with privacy policies, contractual agreements, and laws related to consumer discrimination.

In the banking industry, the two major limiting factors in the usage of Big Data are the Fair Credit Reporting Act and the Equal Credit Opportunity Act. Despite these regulations, there are concerns that Big Data is being used to discriminate against different groups in the case of loan applications, mortgages, and other bank related services.

In this case study, you’ll look at how Big Data is being used in marketing and banking — with sometimes unanticipated results.
**Resources**


**Discussion questions**

1. What details about your life produce a digital footprint? What in your life would you prefer that banks and mortgage lenders not know about you?
2. What is a proxy and how can it be used? What are some of the limitations to using a proxy for predictive algorithms?

3. Why would banks find the use of Big Data helpful?

4. A number of companies have written algorithms that significantly reduce the likelihood of credit fraud, and thus pre-emptively save banks money. However, what are some issues with determining the risk of an applicant by Big Data profiles and algorithms?

5. What is the position the FTC report takes on the use of Big Data in targeting groups and assessing risks? Do you agree with it? What might they have overlooked? Underemphasized? Why should businesses have access to Big Data?

6. What are some of the laws in place to protect users? Do you think they are enough? Why or why not?

7. How do the perspectives of the resource authors affect their message? What are some of the limitations on the various views?

8. Considering the article from MReport, do you think businesses are listening to the ethical position in the FTC report? How did you decide your answer?

9. What is the ethical difference between using personal data to target people for ads and using personal data to rush people through mortgage approvals?
7. Bias in student predictive analytics data: Does it help or hinder potential prospects/relationships?

Susan D. Ballard

Predictive analytics is the practice of employing various statistical methods to examine current and historical information to forecast what may transpire in a particular area or in relation to a particular behavior in the future. It is increasingly used in education to assist teachers and administrators in their assessments of what interventions or programs will help students to achieve higher rates of success or mastery of content. That sounds like progress and a real help to schools where needs are high but budgets for interventions are limited.

However, student panel participants at the EduCon 2.9 conference expressed concern. A student at Macomb Community College in Michigan said, “We don’t know who is choosing [the data] and who is pulling the strings.” In summarizing that conference session, Dobo (2017a) condensed their concern, saying that students “worry that the data will be used to label them before they have a chance to make their own impressions on a teacher.”

Advocates of these predictive programs say they help educators find and help students at risk of failure, but the students on the panel presented another side of the story. What happens if this information is used against us? Will a digital dossier — possibly with inaccurate, incomplete or out-of-context data — follow us forever (Dobo 2017b)?
Resources


Discussion questions

1. In the DeVaney article, how does the University of Michigan team frame predictive analytics as a positive? Which of their points feels most compelling? What concerns you?

2. In the DeVaney reading, the Michigan team asserts that predictive analytics can better personalize the learning experience. How might it do that? How might it not?

3. Consider the student voices in Dobo’s “Students Worry” article (2017a). Could the use of predictive analytics, which is meant to accelerate student growth, restrict students options, choices, and futures? Can you envision any scenarios in which a student’s past behavior might accurately or inaccurately predict future performance?

4. What if one of the data points fed into the system was a student’s behavior record? Does that change how you feel about this issue?

5. Is it likely that “digital dossiers” will be used to help or hinder students in seeking education or career opportunities?

6. How do students who aren’t good “test takers” deal with the reality of predictive analytics?

7. How will schools account for the fact that some of the instruments they rely on in predictive analytics (surveys, etc.) may have incorrect, misleading, or missing information?

8. The report by the Education Commission of the States indicates that teacher perceptions of student performance can
significantly impact actual performance, a phenomenon the report calls a “self-fulfilling prophecy.” How might this phenomenon help some students? Hinder others? How might teacher preparation programs and/or colleges and universities intervene regarding potential student performance expectation bias by teachers?

9. Does what you now know about the data being collected and analyzed on the University of Michigan campus (primarily in large undergraduate courses, and only in a fraction of all courses) change your idea of what college will be like for future college students?

10. What can you do to ensure that your “dossier” portrays accurate information about you?
8. Cross conversion tracking: Linking in-store purchases with online ads

Kelly Hovinga

Monday you buy a pair of socks through Amazon. Then on Tuesday, you suddenly have six ads parading a variety of socks across your computer screen as soon as you open your browsing window. The ability to track both browsing behavior and purchases is a trademark of the modern world. Google, Facebook, and Amazon are able to create personalized profiles of your online browsing and shopping habits down to what kind of items you buy online, how often you purchase them, when you purchase them, and how much you spend. Many companies now believe that the key to finding the perfect market is in big data algorithms, and thus a considerable amount of money can be found in online advertising. This case study will look at how the Big Data mentality transforms business practices in marketing.

Recently, Google unveiled a new campaign to track cross conversion purchases. Cross conversion tracking refers to a company’s ability to track multi-device purchases, and thus create algorithms to predict purchasing habits. For example, an individual might be scrolling through scarves on her smartphone while waiting for the bus, and see something they really like in an ad – but not buy it. A week later, when she’s on her laptop, she might go back to the store’s website, or the store itself, and buy the scarf. Google is able to connect the smartphone behavior to the laptop activity when the individual is logged into their Google account on both devices. By buying credit card purchasing data from a source like Axciom, Google can now triangulate the data and know where purchases are being made at in-store locations (but only in terms of the store and total amount spent; they do not
know the individual items purchased). By combining the two data sources, Google can often figure out whether your online browsing yielded a purchase at that store. The browsing/purchasing information is then anonymized and used as data to predict purchasing habits based off exposure to online advertising. Google’s cross conversion tracking service is very useful to stores who want more precise data to better plan customer advertising campaigns. Google announced this campaign to companies that buy advertising from them in May of 2017. However, in July 2017, a privacy rights watchdog filed a legal complaint with the Federal Trade Commission.

The privacy watchdog wants the government to review Google’s algorithm, wants the companies that sell Google the credit card information to be disclosed, and for opt out options for Google tracking to be more accessible and transparent. The opt out option for tracking is important, because if an individual is not signed into Google or is using Google’s Incognito Mode, then behavior will not be attributed to that particular user; thus, that particular user will be untrackable. Similarly, if someone goes to a store but uses cash, that customer’s identifying information (e.g., credit card number) cannot be tracked. In this case study, participants will become familiar with customer conversion tracking practices and discuss its relevance or lack of relevance to their lives as consumers.

**Resources**


Dwoskin, Elizabeth, and Craig Timberg. 2017. “Google Now Knows When its Users Go to the Store and Buy Stuff.”
**Discussion questions**

1. How would you explain cross conversion tracking to a neighbor? To someone who already advertises online? To a brick-and-mortar store in your community who is looking for ways to maximize revenue?

2. Why might Google have decided to create this technology in the first place? What might have motivated them to release this information in May 2017?

3. What might be some limitations in the analytics algorithms or linking online ads up with online purchases and in store purchases? Do you feel that your on- and offline shopping habits would be captured accurately? Why or why not?
4. Why might Google be unwilling to share the algorithms for creating the “double-blind” method of anonymizing data?

5. Some scholars have been able to take anonymized data and reconnect it to someone’s identity. Does that change how you feel about the issue?

6. If the government — and not Google — were able to track your shopping behavior, would that change how you felt about the issue?

7. Tracking your in-store purchases doesn’t just mean Google knows how much you spent at a store. It also means it is quite likely Google knows where you were at a particular time. Does that change how you feel about this issue?

8. Google is able to connect online and offline behavior because purchasing with a credit card creates a trail of data. Cash transactions cannot be tracked (unless, perhaps, one uses a customer loyalty card or customized coupon sometime in the future). Do these articles make you think differently about using cash versus a credit or debit card for your own family’s purchases? Why or why not?

9. Sometimes, the same story can be reported in different ways in different publications. What is the general tone of the Business Insider article? The one from the Washington Post? What is the significance of the differences? Does either make you more or less confident about the issue? More or less comfortable?

10. If you had the power to change any ethical problems with this practice, what would you change it to? What kind of legislation would you like applied to the issue? Why?
11. Considering that individuals’ personal spending and browsing data is already collected online, does linking that information up to in-store purchases make a considerable difference in personal privacy? Why or why not? Additionally, personal information comes from a large conglomeration of sources, making it difficult to determine where it came from. Do you think this influences Google’s willingness to disclose their information providers?

12. Does reading about and discussing this issue make you want to take action of some kind, like changing your Google Privacy settings? Why or why not?
Since 2005, Amazon has enabled access to a crowd labor exchange called Mechanical Turk (https://mturk.com), allowing anyone with Internet access to sign up to complete web-based microwork requiring human intelligence. Described as a “free market for digital labor,” Mechanical Turk allows as-needed recruitment of individuals to perform tasks including transcribing handwritten forms, rating and tagging content, completing surveys, and writing captions. As independent contractors, those working as Mechanical Turkers are not bound by federal labor laws and consequently are frequently earning significantly less than the minimum wage.
The average wage for each task averages a few cents, and, if performed quickly, can generate around one dollar an hour in aggregate, before the 10 - 20% commission taken by Amazon and the self-employment taxes Turkers are required to pay on their earnings. Despite the absence of geographic barrier to participation, 80% of the people working as Turkers live in the United States.

**Resources**


Discussion questions

1. Mechanical Turkers set their own hours and are not under any obligation to accept any particular task and can choose tasks that they find most interesting or the best paid. Why might this be attractive to potential workers? Is it attractive to you as a part-time supplemental job or as full-time freelance employment?

2. Mechanical Turk work requires available infrastructure in the form of computer access and connectivity. U.S. MTurkers have been found to be mostly female and white, and to be somewhat younger and more educated than the U.S. population overall. What are potential explanations for the demographic?

3. Requesters seeking to recruit Mechanical Turkers must provide a billing address in the U.S., Australia, Canada, or the UK. Some 80% of Mechanical Turk workers are located in the U.S. Does this seem to violate the spirit of federal labor regulations?

4. Approximately 30% of American workers are in the same category as MTurkers: independent contractors. Do you feel that is an accurate way to categorize gig economy opportunities like MTurkers, Uber drivers, and AirBnB hosts? Does it matter that five large companies post more than half of the tasks on the Mechanical Turk site?
5. Professors and researchers must “publish or perish,” meaning that having new research about which to write academic articles is critical to how their career progress is evaluated. Today, there is greater competition for a shrinking pool of grant dollars. Some have found MTurk to be a cost-effective way to get a large quantity of survey data collected, images classified, or other feedback gathered. Might the platform’s necessary emphasis on speed affect data quality?

6. Continuing on the research theme, discuss who the “average” MTurker is. If a researcher looks to this “average” user, will she get a representative sampling? What are the risks of MTurk as a survey or research population?

7. Translation is one of the tasks performed by Mechanical Turkers. Do you see this as a threat to professional translators? Why or why not?

8. The platform name is derived from a famous 18th century chess-playing automaton that appeared to play flawless chess or other board games. Nicknamed “the Turk,” the mechanical mannequin stood behind a desk-like piece of furniture and appeared to make the moves himself. The Turk is said to have bested both Napoleon Bonaparte and Ben Franklin but was later revealed as a hoax when it was discovered that inside the cabinet, a human chess master was controlling the Turk. What does the name “Mechanical Turk” indicate about the platform’s desire to obscure the human nature of the work in favor of the appearance of technical wizardry?
10. The dark side of data: Using data as a means of stalking, surveilling, or preying on vulnerable populations

Susan D. Ballard

Big Data, the umbrella term for harvesting numerous pieces of information about individuals and their personal preferences and collecting that information in huge repositories to be sorted by computer programs, has opened the door to the brokering or selling of that information to be used in various ways. Data can be collected about personal factors, interests, and lifestyle choices. That information comes from a variety of sources, and increasingly, those sources are being mashed together to yield even more precise profiles about who we are and what we do. Most of us are generating significant quantities of data via e-commerce, email, electronic health records, government data, and social media (including presence on particular sites, those with whom we have social connections, content and timing of social media posts, etc.). This has opened the door to the brokering or selling of that information to be used in various ways.

In many instances, this data can be used for our benefit, such as in the case of health care professionals sharing information in order to assure us of the best care. Conversely, the same data can be deliberately harvested to target specific individuals or groups in order to sell products, as well as to scam or scare people into taking action that may not be in their best interests.

In this case study, you’ll explore how the increasing quantity of collected data can shift from being helpful to harmful, frightening, or manipulative and consider what best steps forward might be.
Resources


Discussion questions

1. Is there a need to establish norms for the responsible use of data? If so, who would administer and ensure compliance? Does your answer change depending on what type of organization might be managing your data (e.g., not-for-profit, government, corporation, school)?

2. Should companies and organizations be more transparent about their data collection? What can companies and organizations do to ensure their customers and clients understand and are willing to participate in the use of their personal data (beyond providing standard privacy policy statements which people tend to accept without reading)?

3. Is it important to ensure that both customers and clients understand the purpose of data capture and preservation as a means of having accurate information?

4. As people become more aware that companies/organizations are capturing and keeping data, should we be concerned that they will deliberately provide misleading or false information that may have negative impact? (See the Schneier post above).

5. How much say do you think you should have in who has access to and may broker data about you?

6. Some of the articles talk about dynamic pricing that adjusts depending on who the algorithms determine the customer is, using such indicators as zip code to determine income and level of education, etc. Do you think that is a fair practice for consumers? For businesses?
7. Opting out of some data collection can minimize what companies know about you, but it also might mean you lose eligibility for preferred pricing, coupons, or other discounts. How do you feel about that?

8. It’s easier to opt out when you know that information is being captured. In some of these articles, customers’ data (such as knowing a phone’s location because it is pinging and looking for WiFi hotspots) is being captured without their knowledge. How do you feel about that?
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1. The personal information you are giving away

Jennifer Colby

Which Disney Princess are you? What are your most-used words on Facebook? Which Hogwarts house would you be sorted into? Answering online quizzes is something many of us do everyday. But we freely give away personal information when we participate in these activities. Every click you make and every character you enter is monitored, analyzed, and sometimes shared with others.

Companies and marketers use this information about you to track your behavior in order to place ads that will sell you (and others) more products. They can also use your personal information to make connections with your online and offline self. Think about the personal information you may be giving away to entities you don’t even know and what they might do with it.

Resources


Discussion questions

1. What types of online quizzes have you answered? Make a list.

2. What are the benefits and drawbacks of answering online quizzes? Why do you answer online quizzes? Do you realize you are sharing personal information?

3. What types of personal information are you sharing when you answer online quizzes? How do you think a company might use that data in ways unrelated to the quiz? How do you feel about that?

4. Have you ever stopped answering a quiz while taking it? Why or why not?

5. What do you think about online ads? Do you pay attention to them? Have you ever bought something as a result of seeing an online ad? Why or why not? How do you feel when you’ve been browsing an online store and ads for what you just explored start popping up elsewhere?

6. What does it mean to “opt-in” or to “allow” a third-party entity to access your account?

7. According to The Wall Street Journal blog post above, a company called VisualDNA says, “We collect information about demographics, intent, interests, and personality. These
can predict what people might be interested in buying or hearing about.” What are examples of how this information is used? How does it affect you?

8. According to the *BBC News* article, many Facebook quizzes install an app that continues to run in the background collecting your Facebook data long after you have finished a quiz. What do you think about this? Is it important to limit third-party access to your information? Why or why not? What can you do to prevent third-party apps from collecting your data?

9. After reading these articles and participating in the discussion, will you be more likely or less likely to answer online quizzes? Why or why not?
You (and your students) are a data goldmine. Whether taking an assessment, checking out a library book, or even just showing up to school — information is collected, analyzed, disseminated, and studied to determine how to make future decisions. But who is looking at this data? Who is that information shared with? Entities outside of your school also have access to your data, especially if you take a state or national standardized test, have a Google G Suite account, or use an app for a classroom activity. Some states have laws protecting student data and some do not. Understanding that your data is collected, shared, and used if the first step of knowing how to better protect your personal information.

Resources


**Discussion questions**

1. What is student data? Brainstorm a list of the types of personal information students share in their daily lives at school.

2. What are ways that student data is collected? What kinds of systems collect data, and for what purposes? Brainstorm a list of the ways that faculty, administration, or students might share student data while engaging in school activities.

3. Is it important to protect student data? Why or why not? For how long after a student leaves should data be kept and protected?

4. Do you know of any ways that your school protects your data? If yes, what are they? If no, how could you find out?

5. What is meant by the term “third-party”? How does official student data end up in the hands of third parties?

6. What is meant by “aggregating” data? Does aggregated data make you feel better about sharing of student data beyond the district level? Why or why not?
7. Navigate to this article: http://www.ncsl.org/research/education/student-data-privacy.aspx and find your state in the “Student Data Privacy” map. Does your state have a law (legislative enactment) to protect student data? If yes, what year were laws enacted? What do the laws require? Allow?

8. Consider the *U.S. News and World Reports* article. The state of California has the most rigorous law protecting student data. What makes it more stringent than the laws protecting student data in other states? Is that an advantage or disadvantage? How might your answer change if you were thinking like a school or district administrator, a state agency head, a family, or an individual student?

9. Do you think there should be a national law to protect student data, or do you think those protections should continue to occur at the state level? Why?
More and more states are requiring high school students to take a college-admissions exam (SAT or ACT) in order to satisfy national education requirements. But if you have ever taken one of these tests, you know that all that bubbling in takes a long time as you answer questions about “geographic, attitudinal and behavioral information” (College Board 2017). The vast amounts of personal information gathered about students who take these tests is used for many purposes. The information can be used to design more fair and equitable tests, but it can also be accessed and analyzed by third-parties. Whether you are a student or an educator, did you ever wonder why this information is collected and what is done with it?

Resources


Discussion questions

1. National assessments such as the PSAT/SAT and the ACT Aspire/ACT ask for personal information about the student. What do you remember about the kinds of information you have been asked for when taking one of these tests?

2. How is this information used by The College Board and ACT? Why do you think this information is collected? What are third parties? What are examples of third parties?

3. Consider the “All States” chart in this link: http://www.edweek.org/ew/section/multimedia/states-require-students-take-sat-or-act.html. What “high school test” does your state offer? Are you required to take it? How do you think mandatory use of these tests, which used to be taken only by those who wanted to continue on to college post-graduation, has changed now that they are mandatory in some states? What do you think about your state’s requirements compared to others?

4. What are the benefits of personal information collection as identified by The College Board? Have you used any of the services identified? If so, have they been helpful?
5. What do you think about The College Board’s claim of information collecting being optional? If you have taken the PSAT/SAT or the ACT Aspire/ACT, what was your experience?

6. What are the “Five Principles to Protect Student Privacy” from the Parent Coalition for Student Privacy (PCSP) website? What is your reaction to them?

7. Compare the privacy policies of both The College Board and ACT with the PCSP’s “Five Principles to Protect Student Privacy.” How do the testing institution’s practice comply with the Five Principles? How do they differ?

8. Consider how the answers in the “emailed response” received from The College Board in the Washington Post article compare with its privacy policy. Does the response from The College Board align with its policy? Why or why not? Compare the privacy policies of The College Board and the ACT. How are they the same? How are they different?
4. Surveillance cameras in schools and the case of special education

Susan Smith

Surveillance video is increasingly used in public spaces like intersections, parking lots, and entrances to deter and detect criminal behavior. The vast majority of schools in the U.S. have cameras in parking lots or at entrances, but how do we feel about cameras in the classroom?

Students, teachers, and parents have conflicting concerns. We applaud surveillance technologies when they catch criminals and protect children, but when cameras violate our civil rights and change our school climate, it gives rise to debate over who and what gets recorded and who gets to review the archived video footage.

Special education classrooms are a protected population for whom some parents feel security cameras are essential. Texas was the first state to pass a bill, effective in 2016, that required cameras in all special education classrooms. Las Vegas has a similar bill up for vote in 2017. Is this surveillance justified, or will it pave the way for increased surveillance in all classrooms?

Resources


**Discussion questions**

1. What issues are we trying to solve with cameras? Have the laws in Texas and Nevada adequately defined acceptable use of the surveillance cameras?

2. Is video surveillance in the classroom justified? Under what circumstances or for which populations?

3. Since surveillance cameras are an expensive purchase for any school district, who should decide if the expense is justified, when it necessarily comes at the cost of other educational services or tools?

4. Before installing classroom surveillance systems, districts must clearly identify objectives and intended outcomes. How could video recording benefit teachers? Students? Parents? Who should be informed?

5. If classroom video is collected, how long should it be retained? Should cameras collect video only? What are the advantages and disadvantages of recording both audio and video? (You might find it useful to review your state’s laws on recording and consent prior to discussing this question.)

6. Who should have access to the recordings? Under what circumstances?
7. Under what circumstances might the recordings be used for teacher training? Teacher evaluation?

8. Are classrooms places where students and staff should expect privacy? If your school installed cameras in classrooms, what kind of atmosphere would it create at your school? How would it affect school climate?

9. Should video recordings of students be considered “student records” and, as a result, fall under FERPA protection? How should schools handle inquiries from media or law enforcement about surveillance footage? Should these be considered “public records” that fall under the Freedom of Information Act?

10. Once installed for other reasons, how might administrators use surveillance cameras to monitor staff? What might be the unintended consequences or benefits of surveillance cameras in classrooms?
5. Student privacy in the age of cloud storage

Susan Smith

As cloud-based services become more popular in schools, privacy rights advocates question whether schools have the infrastructure and policies in place to adequately protect students. Fordham University released a report in 2013 suggesting public school districts large and small fail to protect data from student information systems, learning management systems, student performance, and classroom activities as they move to the cloud. Even when parents must set up accounts to access their own student’s data, they don’t realize that privacy protections from cloud services may be at odds with the District’s privacy policy. The Family Educational Rights and Privacy Act (FERPA) protects education records, while the Children’s Online Privacy Protection Act (COPPA) requires that parents be notified and consent to use of any student information collected by websites and games. Schools’ agreements with cloud service providers often do not include data security; vendors can retain student information in perpetuity. Furthermore, teachers are encouraged to adopt ed tech tools in the classroom without support for how new apps and platforms rate when it comes to student privacy.

Resources


**Discussion questions**

1. Make a list of all of the online tools and services that a student accesses in your class. What do you make of this list?

2. How transparent is your school or district in sharing the privacy agreements with its cloud providers? Do parents have access to these agreements? Are they shared automatically, or only if they ask?

3. If you are a student, what information do you have about what kinds of data are collected about you?
4. If you want to use a new cloud based tool in your classroom, who “approves” its compliance with student privacy protection? How does this affect your willingness to use it?

5. What if the tool is suggested by a student? Selected at home by a student for use?

6. What if a tool is a consumer product rather than an explicitly educational app? Do you have your own criteria established when evaluating new educational apps for your classroom?

7. How can social media be used safely in the classroom? For what ages? For what purposes? Are there other tools that are less public that might meet similar goals?

8. After reviewing “Congressional Committee Revives Data Security Legislation” above, do you think sites like Amazon and GoodReads comply with COPPA in regard to publishing student reviews? What loopholes might the companies exploit?

9. How would you initiate a discussion among staff at your school about protecting student privacy? Who would you choose as allies?

10. How would you initiate a similar discussion with parents or students? Consider the parent voices in the Electronic Frontier Foundation reading above as you discuss options.
6. Big Data and government nudges

Debbie Abilock

Big Data is being used to better understand behaviors and preferences – in medicine, economics, and other fields. Governments use behavioral insights to help people make better choices that also serve government goals. Healthier people + healthier communities = less government money spent on health problems.

Recognizing that people’s choices are affected by unconscious flaws in reasoning like confirmation bias, some government agencies engineer social outcomes through easy and cheap “nudges” to encourage people to make choices in their (and society’s) best interests. Called libertarian paternalism, the goal is to “alter people’s behavior in a predictable way without forbidding any options or significantly changing their economic incentives” (Thaler & Sunstein 2009, 58). For example, because my local government officials in Palo Alto, California, are aware from Big Data reports that an estimated ¼ of all food calories produced in the world are lost or wasted (Lipinsky et al 2013), the town now provides each household with a plastic kitchen bucket labeled with the kinds of food scraps that can be composted. This nudge free to me as a citizen and economical for the city’s zero-waste initiative — there is no penalty if I choose not to comply.

Proponents welcome small nudges as a temperate way of framing good choices, creating incentives that improve people’s lives without coercion. Critics decry nudges as unconscious manipulation and question how sure one can be, given the lack of scientifically tested research, that these are the right solutions to complex problems.
This case study looks at the nature of government nudges which arise from Big Data correlations and examines their effectiveness in addressing predictive assumptions about obesity and health.

**Resources**


**Discussion questions**

1. Based on what you have read, how do you differentiate between a nudge and a regulation? Are they indistinguishable in practice?

2. You have read how governments are attempting to address Big Data’s identified correlation between obesity and health. Under what circumstances do nudges appear to be more effective than laws and regulations?

3. What city, state, and local government nudges can you brainstorm that might impact obesity?

4. What criteria might you use to evaluate these government solutions – for example, using a ranking from high to low or a SWOT analysis (e.g., easy/hard implementation and limited/large impact)?
5. What nudges could be implemented by more than one governmental entity (local, state or national)? What delicious and healthy “smoothie” of government nudges might you concoct to address this problem?

6. What are the trade-offs between personal autonomy and government paternalism? Nudges may be economical and easy but are they unethical?

7. Under what circumstances do you trust government to nudge you? Do you feel differently depending on which political party is in power?

**Bibliography**


7. The fear factor: Hyped-up use of data to sway public opinion/behavior

Susan D. Ballard

With increasing regularity, data is used/misused to create a heightened sense of urgency related to any number of social, environmental, and health concerns. Examples include hyped-up media coverage related to such issues as: the “Millennium Bug” (or Y2K computer flaw) where there was minimal if any impact; a never realized world-wide outbreak of bird flu; and inflated claims that violence in video games leads to the development of violent personalities.

There are also examples of using data to sway public opinion such as the claim that significant numbers of “weapons of mass destruction” justified the U.S. invasion of Iraq. Additionally, the emergence of social media as a news source with citizen journalists reporting has intensified the “fear factor,” spurring an unprecedented immediacy. An example is the use of social media to influence the “Brexit” decision in the United Kingdom.

In this case study, you’ll learn more about how data and social-media-as-data is changing both journalism and the way global citizens interpret the current events and decisions around them.

Resources

Discussion questions

1. What do you know about journalistic and media integrity and ethics as it relates to journalism?

2. What about integrity and ethics as it relates specifically to the use of data?

3. “Fair and accurate” have been the long-time gold standard in reporting. In general, what is your analysis of the way data is used in reporting by the traditional mainstream media?
4. How does social media contribute to the “fear factor” in sharing data?

5. How can you distinguish between the hype about and the reality of an issue? Who or what are the sources that you rely on to know the difference?

6. *On the Media*, the public radio show about the role of journalism and the media in American life, has developed a series of Consumer’s Handbooks related to emerging information. Visit http://www.wnyc.org/series/breaking-news-consumers-handbook and choose one of their handbooks to discuss in small groups. Which advice seems most important? Is anything missing? How might you share this information with others in your school or community?
8. Those smart devices are smarter than you think

Jennifer Colby

“Alexa”, “Siri”, “Ok Google” — these declarations are how we can get the attention of the smart devices that surround us. But did you realize that our smart devices are always at attention and vulnerable to hacking? We all benefit from these devices, but the pervasive use of them on our wrists, in our pockets, in our homes, and in our cars may make us susceptible to surveillance and tracking more than ever before. Recent news of CIA hacking into private citizens’ phones, computers, and televisions may make us think twice about the benefits and drawbacks of using these devices and the connections they make between us and the outside world while passing along our personal information.

Resources


**Discussion questions**

1. A smart device is an interactive electronic device that is wirelessly connected to other devices or networks. Brainstorm a list of smart devices that you own and/or have in your home.

2. Do you find smart devices beneficial to your life? Why or why not?

3. Now that it has been revealed that the CIA has hacked into personal smart devices, do you feel differently about using smart devices? Why or why not?

4. In regard to the news of CIA hacking into smart devices, WikiLeaks stated that it would redact and anonymize some
passages from the published documents. What does “redact” mean? What does “anonymize” mean? Is it important for WikiLeaks to redact and anonymize published information of this type? Why or why not?

5. What do you know about the privacy features or settings of your smart devices? Do you need to protect your smart devices from unwanted data collection? Why or why not? What can you do to protect your smart devices from unwanted data collection?

6. What is the purpose of the Children’s Online Privacy Protection Act (COPPA)? List three ways in which COPPA protects collected data. Do you think COPPA is an effective measure to protect children? Does it go far enough or too far? Why or why not?

7. Who should be responsible for protecting the information that is collected by these smart devices? What is your reasoning? Should companies or parents be more responsible for protecting children’s data?
In a tradition that lasted until the early part of the 20th century, canaries were carried into coal mines to detect carbon monoxide and other toxic gases before they could harm humans. The use of the phrase “like a canary in the mine” continues to be used to indicate when something is giving off early warning indicators that something is wrong and needs to be addressed. Similarly, data can be harnessed as a means of providing insight and forewarning that certain products, systems, or behaviors have negative impact. The data can help drive potential solutions or avoidance measures. However, sometimes, the data is not utilized and/or ignored.

Throughout this book, you’ve read examples of projects in which better data is linked with better outcomes. In this case study, we’ll examine what happens when data points to a problem that is not addressed.

**Resources**


1. Is there a pattern of dereliction of duty by decisionmakers when data results are confined to or affecting low socio-economic communities versus middle and upper classes?

2. Do you think that government would be more responsive if the data showed unacceptable conditions in middle- or upper-class communities instead of poor ones? Why or why not?

3. Should citizens have a right to receive information and data from the government in order to participate in decisions about activities that impact the environment and health? Should more government data be made available to citizens so they can identify challenges and propose solutions? What kinds of supports would need to be in place so citizens would know how and where to access that data?

4. How can successful initiatives like Boston’s Citywide Data Analytics Team be replicated in other communities? What, according to Hillenbrand’s article, do you see as the factors contributing to their success?

5. How can communities be mobilized to help to gather and use data to improve services?

6. What can you do in your community to use data to ensure citizen health and safety and improve the quality of life?

7. Is data always the most persuasive tool citizens and government officials have in their toolkit? What other types of arguments, efforts, or activism have traditionally been successful? When might data be the least effective type of argument?
In response to the repeal of new Internet privacy regulations (see pages 101-103), many Americans have taken a larger interest in securing their Internet privacy. Many people have turned to a variety of workarounds to protect their privacy. These include proxy servers, which are intermediaries between a user and content to limit and organize requests for that content, and are not necessarily encrypted; Virtual Private Networks (VPNs), which are encrypted networks allowing users to access resources and services while not in a specific physical location; and other privacy workarounds like Tor, which stands for The Onion Router, is a secure method of accessing the Internet anonymously, and is also used to access “the dark web,” unindexed parts of the Internet mostly home to illegal or unethical activity. The following resources and discussion questions are intended to help a group explore the practical and ethical implications of using such tools.

Resources


Discussion questions

1. Proxy servers are an oft-used tool to get around firewalls at schools and businesses that monitor and restrict onsite Internet activity. Considering the new focus on Internet privacy, is using such tools ethical when located in such a business or school? What about more generally?

2. Virtual Private Networks, or VPNs, are legal tools in the United States that can allow you to circumvent surveillance from your ISP. However, some can slow your Internet connection, and the best ones cost a monthly fee. Are they worth it for your average consumer?
3. VPNs can also monitor your web traffic in much the same way an ISP could, and are not required to keep that data private. Does this change your answer?

4. In an April 2017 article for *Quartz* (above), Josephine Wolff wrote about ways citizens were “rebelling” against this legislation. They designed a series of tools to create artificial searches in your search engine or Facebook feed to disguise your preferences. Their goal is to create more Internet “noise” to make it harder for ISPs and companies to create an accurate sense of who you are. However, Wolff admits these noise generators may not be able to override algorithms. They also generate additional traffic that may overwhelm servers that host websites. Are such efforts ethical? How do you determine the morality of such moves? Does this problem solve a problem or create new ones? How do you decide?

5. Tor can be used to access parts of the Internet that are mostly used for unscrupulous activity. If more people start using Tor to access the Internet, do you think more people will start accessing the dark web? Will illegal web activity increase? How would improved access for most people affect the contents of the dark web?

6. In an interview with the *Washington Post* (see link above), Tim Berners-Lee, the inventor of the Internet, argues that you should not use VPNs and similar privacy tools as a method of protest to ensure that privacy on the web remains accessible to all people. Is this a “good” argument? Why or why not? What arguments can one make that this is (or is not) an effective method of action?
7. Would you use any of the tools discussed above during your normal activity on the Internet? Why or why not? Would you recommend that other people use these tools, even if you do not want to?

NOTE: To continue your conversation on this topic, please see the case study “ISP consumer data collection,” also written by Tyler Hoff, on pages 101-103.
11. Data philanthropy

Tasha Bergson-Michelson

Businesses sometimes come under fire for collecting a lot of information about individual clients and user behaviors and preferences. What if a business commits to sharing that information for the public good? This idea of “data philanthropy,” which emerged in 2011 at the Davos World Economic Forum Annual Meeting, promotes the corporate world’s ability to add significantly to the public good by donating to Big Data collections. The United Nations’ Secretary General, António Guterres, has started the Global Pulse Big Data initiative that favors data philanthropy.

Already, fields like health, humanitarian aid, and disaster relief have benefited from data donations. But the story is not purely a rosy one: if there are questions about the ethics of businesses tracking customers and their behavior in the first place, does donating it to a global cause change that picture?

Resources


Discussion questions

1. Why might a company want to donate its data? What are the advantages and disadvantages for the company?

2. Sometimes companies are donating their own data, but sometimes they are using their resources and skill sets to make existing public data (gathered from governments or other organizations that cannot do it themselves) more accessible to others. What are the implications for a company making someone else’s data available to the public?

3. Can it hurt people if companies donate their data in aggregate? In what ways?

4. The United Nations has been considering the ethics of data philanthropy. They see four potential ways for companies to share user data:
» Share aggregated data to try and protect individual users;

» Have independent researchers go into many companies and look at each company’s data separately, behind that company’s firewall;

» Partner groups of competitors together and have them all contribute their data to aggregate datasets, so no one gets a competitive advantage; or

» Let companies analyze their own data and give them guidelines for when to alert an independent organization that something is happening that needs attention.

Which of these methods do you think would be most useful, based on all you have learned about Big Data, ethics, and protection of personal information? What are the strengths and pitfalls of each?

5. A really interesting example of a private organization paying for and creating systems for sharing government data is USAFacts.org. Funded by former Microsoft CEO Steve Ballmer, USA Facts attempts to first bring together data from over 60 U.S. government agencies and, secondly, to demonstrate visually and interactively the sources of U.S. revenue (e.g., taxes) and how those taxes are spent (federal budget). Now that Ballmer has provided this valuable resource, what are his ethical obligations to the public to maintain it?

6. One of the things that USA Facts attempts to do is make government data easier to find and more accessible. Think back to Question 2 above, which posed a similar scenario in which a company is “packaging” existing data from another source. Does the addition of navigation tools or other
features to an existing dataset fundamentally change that dataset? For example, if it’s easier to browse or look for information inside a dataset, does that fundamentally change the potential impact of sharing the data, either for positive or negative reasons?
Appendix A: Data literacy rules of thumb

These rules of thumb are culled from Cherry Lake Publishing’s Data Geek series, a collection of middle-grade books that focus on data and statistical literacy, reading and writing data in arguments, data visualization, big data, citizen science, personal data management, and ethical data use.

Consider using these as “Data of the Week” discussion prompts in class, during advisory periods, on school displays, and more.

Data and statistical literacy

» If you know the language of statistics, you will have a deeper understanding of what they mean.

» There are three ways of calculating averages: mean, median, and mode. When you see the word “average,” ask, “Which average do they mean?”

» A bunch of statistics is called a dataset. A single number in that group is called a data point.

» When one data point seems out of the range of the other points, it’s called an outlier. Be careful making too many assumptions when you have outliers.

» Good questions to ask when you find data include:
  • Who gathered and measured the statistic? Are they a reliable source?
  • What is being measured? How was it measured? What information might have been left out?
  • Where did the information come from? Look for a citation or source.
  • When was the data collected? Is it still current? Is it historic data?
• Why would you use this — and not other — data?
• How was the data collected?

» Government websites are traditionally an unbiased source of information.

» Statistical benchmarks are known numbers that we can compare new numbers to. For example, there are about 325 million people in the United States. Now that you know that information, you can better understand what it means that Michigan has about 10 million residents.

» Be careful when comparing statistics that they are measuring the same thing!

**Reading and writing data in arguments**

» Using accurate data makes your claims stronger.

» Credible data can help people advocate for or make better decisions.

» People can accidentally or purposefully manipulate statistics.

» When you see data and statistics in newspapers, websites, or magazine articles, ask, “Is this a credible source?”

» There can be many ways to represent your data. Choose one that is both accurate and helps people understand the data better.

» Use data as evidence to support your argument or claim.

» Don’t assume that people will know what your data means. Explain it!
Understanding data visualizations

» In general, a single map, graph, or chart is considered a visualization.

» When you combine sets of facts, numbers, statistics, and/or visualizations, you create an infographic. Check that pie chart segments add up to 100%.

» When the colors of a pie chart are too similar, you can accidentally imply that the slices are related to one another.

» Don’t have so many pie chart slices that the audience gets confused.

» 3D charts can be misleading by making parts of the chart seem larger or smaller than they are.

» Always check the interval (the distance between points) on graphs.

» Consider how a chart’s design choices are intended to make you feel.

» Pay attention to where axes start and end.

» Don’t assume either axis starts at 0.

» Ask yourself, “Who made the infographic, and why?”

» Ask yourself, “What is the purpose of this infographic?”

» Ask yourself, “What do the individual parts of the data visualization represent?”

» Ask yourself, “What elements are being considered by the labels of the chart?”

» Look at the directions, sizes, lengths, width, colors and shapes of elements. What do they indicate?
Creating data visualizations

» Visualizations aren’t new — think of ancient Egyptian hieroglyphs that were used to communicate troop strength, crop size, or royal hierarchy.

» Use a visualization or infographic to add value and improve meaning, not just to make something pretty.

» Good visualizations make something clearer to the reader than just a list of numbers would. You might have to try a few different formats to figure out which is best!

» Label every element of a visualization.

» Every good visualization has a message, even if it isn’t said explicitly.

» Know what you are counting, so you know how to visualize it later.

» Use pie charts only when everything you are counting is counted once.

» When putting data on a map, use a range of a color (for example, light blue to dark blue) so viewers can see where data is larger. Make each gradation distinct.

» Colors are powerful! If you are making a visualization about gender, then pink charts will automatically make many people think “female.” Similarly, blue is traditionally the color of Democrats and red the color of Republicans. A chart with red and green may make some people assign stoplight values to your data!

» Color sections gray on a map if you do not have data for them.

» Use a key with labels so people know what each color, data point, or other information means.

» Visualizing data should always enhance the meaning of the data.
Big Data

» Big Data has the potential for us to discover new and valuable patterns.

» Big Data is not necessarily good or bad.

» Big Data helps generate very detailed information about customers, patients, or others. For example, stores create “personas” — imaginary profiles based on types of customers — to help them make decisions.

» Data is being collected about you and your family, even if you do not realize it. For example, you may have a grocery store loyalty card that is tracking what you buy, what inventory to restock, or which coupons it should offer.

» When you are offered something for free by a company, ask yourself, “What am I giving in order to receive this bonus?” You might be willing to give up the information in exchange for a good deal, but you also might not!

» More data doesn’t necessarily mean better or more accurate data. The programs that find patterns in data use formulas created by humans. Don’t assume their outcomes are neutral information.

» Like human decisions, Big Data can have unintended consequences.

» Citizen science projects are similar to Big Data because many people contribute data and efforts to one project. Citizen science projects are generally considered to be helpful to people and nature.

Citizen science

» Citizen science projects use volunteers to tag photos, take measurements, count objects, categorize data, make labels, or otherwise do analysis.
Some citizen “science” projects aren’t about science at all. You can transcribe jokes, Civil War journals, or World War I letters, for example.

Citizen science projects can be in the wild or conducted from your computer screen.

Citizen science projects can help professional scientists find patterns and draw conclusions with more data, more speed, more variety, and at less cost.

Some citizen science projects are run not by professionals but by passionate amateurs.

Good planning and training help project organizers and volunteers know what to do, when to do it, and what information to share. Citizen science is only effective when everyone agrees on what to count, when to count it, and where to put the data.

For citizen science to be an effective way of gathering large amounts of data, everyone has to agree on what to count, when to count it, and where to put the data.

To find citizen science projects online, try sites like Zooniverse.org, SciStarter.com, Smithsonian Transcription (http://transcription.si.edu), Fold.it, or Journey North (http://learner.org/jnorth).

Personal data management

Personal information is information collected about us that might include age, height, weight, gender, address, phone number, email address, Instagram account, Social Security number, school information, report cards, criminal history, exercise levels, and more.

We need to make decisions about which information we share and which we keep private. We might not mind sharing our last name but want to keep our family’s credit card numbers private.
» Your Social Security number is likely your most private information. Keep it in a safe and secure place.

» Identity theft or fraud can occur if private information gets into the wrong hands.

» Encryption can help keep your online data safer.

» Strong passwords can help keep your information safe.

**Ethical data use**

» Ethics are our beliefs about what is good behavior, our sense of what is right and wrong.

» Search carefully for trustworthy data. Consider the source of the data.

» Don’t use data just because it supports your argument. That is known as “cherry picking.”

» Use ethically collected data.

» Cite your data.

» When you collect data, have a plan. If you change the plan, write that down.

» You’ve heard people say, “don’t compare apples and oranges.” When making comparisons between data, make sure it is a fair comparison. For example, when you are comparing prices from 1957 to those from 2017, you need to take inflation into account.
Data literacy-related standards

The URL below provides data literacy-related standards compiled from the Common Core State Standards; Next Generation Science Standards; C3 Voluntary Social Studies Standards; and the Standards for the 21st-Century Learner (2007) from the American Association for School Librarians. This list should not necessarily be considered exhaustive, but may provide direction to link established Standards to data literacy instruction.

https://tinyurl.com/DataLiteracyRelatedStandards

Visit the following websites for additional information

Common Core State Standards Initiative
www.corestandards.org

Next Generation Science Standards
www.nextgenscience.org

C3 Voluntary Social Studies Standards
www.socialstudies.org

Standards for the 21st-Century Learner, American Association for School Librarians
www.ala.org/aasl/standards/learning
Creating Data Literate Students

An additional title has also been created. In Creating Data Literate Students we concentrated on the nuts and bolts of modern data usage to provides high school librarians and educators with foundational domain knowledge to teach a new subset of information literacy skills — data and statistical literacy, including:

- statistics and data comprehension
- data as argument
- data visualization

Working in concert, these concepts can help librarians and educators make better sense of real-world data concerns and have the confidence and content knowledge to share those skills with the high schoolers they serve.

This title is available in print and Kindle formats at Amazon.com and in PDF and machine-readable formats at http://dataliteracy.si.umich.edu.
Debbie Abilock co-founded and leads the education vision at NoodleTools, Inc., a teaching platform of integrated research tools for note-taking, outlining, citation, document archiving and annotation, collaborative research and writing. A Library Journal Mover and Shaker, she has worked on numerous local, state, and national boards and currently is on Granite State’s (NH) National Advisory Board to create a new M.S. in School Leadership for future school principals, library media specialists, and experienced teachers that will blend online learning with extended supervised clinical experiences. Known for her innovative curriculum design and instructional strategies, she lectures and consults internationally. She co-authored a book on the varied professional development roles of school librarians (Growing Schools, Libraries Unlimited 2012) and served as founding editor of the AASL journal, Knowledge Quest. She writes “Adding Friction,” a column about thoughtful teaching and learning, for School Library Connection. She contributed the chapter on professional development to The Many Faces of School Library Leadership, edited by Sharon Coatney and Violet H. Harada.

Susan D. Ballard is a Senior Lecturer and Program Director for the Master of Science in School Leadership Program (with School Library certification) at Granite State College of the University System of NH. She is a Past-President of AASL (2012-13) and the retired Director of Library, Media, and Technology Services for the Londonderry (NH) School District, a recipient of the National School Library Media Program of the Year (2000). She currently serves as a member of AASL’s Standards and Guidelines Editorial Board and is a member of Julie Todaro’s ALA Presidential Initiative Steering Committee. She is also a member of the Advisory Board for Teacher Librarian, the Board of Directors for the Q.E.D. Foundation, and the Leadership Council of the National Collaborative for Digital Equity. Susan has published numerous articles in a variety of professional and scholarly journals including one
selected by the Library Instruction Round Table of ALA as one of the Top Twenty Library Instruction Articles of 2009. Among various awards, she was the first-ever recipient of the NH Excellence in Education Award (EDie) for Library Media Services.

**Tasha Bergson-Michelson** is the Instructional and Programming Librarian for Castilleja School in Palo Alto, California, where she builds curricula based on the notion that strong research skills lower the bar to curiosity. Since 1995, Tasha has been exploring what makes for successful information literacy instruction in corporate, non-profit, subscription, and school libraries, and through after school programs and summer camps. Most recently, Tasha was the Search Educator at Google, where she wrote an extensive series of Search Education lesson plans, the Power Searching MOOCs, and – most importantly – collaborated with other librarians around the world to explore the most effective ways of teaching research skills. In 2014 Tasha was designated a Mover and Shaker – Tech Leader by *Library Journal*.

**Jennifer Colby** is a High School Teacher Librarian at Huron High School in Ann Arbor, MI. She coordinates SAT training for students at her school and provides resources to help teachers integrate SAT skills into all content areas. She also works with students and teachers in her district to practice the skills necessary to take the Michigan Student Test of Educational Progress (M-STEP). In her spare time, she writes informational texts for elementary students.

**Catherine D’Ignazio** is an Assistant Professor of Data Visualization and Civic Media at Emerson College who investigates how data visualization, technology and new forms of storytelling can be used for civic engagement. Among other projects, Professor D’Ignazio co-created the Databasic platform and has conducted research on geographic bias in the news media, developed custom software to geolocate news articles and designed an application, “Terra Incognita,” to promote global news discovery. She is working on sensor journalism around water quality with PublicLab, data literacy projects and various community-edu-
Kristin Fontichiaro is a Clinical Associate Professor at the University of Michigan and principal investigator on the Supporting Librarians in Adding Data Literacy Skills to Information Literacy Instruction project (IMLS RE-00-15-0113-15). A Library Journal Mover and Shaker and member of the American Library Association’s inaugural class of Emerging Leaders, she has written several books for educators, librarians, and K-12 readers.

Lynette Hoelter is an assistant research scientist and Director of Instructional Resources at ICPSR and a research affiliate of the Population Studies Center at the University of Michigan. At ICPSR, she is involved in projects focusing on assisting social science faculty with using data in the classroom, including the Online Learning Center and TeachingWithData.org, and generally oversees efforts focused on undergraduate education. Lynette is also a Co-Principal Investigator of the Integrated Fertility Survey Series, an effort to create a dataset of harmonized variables drawn from national surveys of fertility spanning 1955-2002. Her research interests include the relationship between social change and marital quality, gender in families, and the study of family and relationship processes and dynamics more broadly. She has also taught for the department of sociology and the survey methodology program at the University of Michigan.

Tyler Hoff is enrolled at the University of Michigan School of Information, and expects to graduate in the Spring of 2018. He primarily studies databases and information organization with...
a side of library studies, and is excited to be part of educating a new generation of more data literate and aware students.

**Kelly Hovinga** is enrolled in the Michigan School of Information, where she will be receiving a Master of Science in Information in 2018. She received a Masters in Art from the The Ohio State University for Russian History in 2014. We try not to hold it against her. Kelly currently works at the Stephen S. Clark Library in the rare maps collection.

**Justin Joque** is the Visualization Librarian at the University of Michigan. There he assists users in finding, manipulating, analyzing, and visualizing diverse types of data. Before becoming the Visualization Librarian, Justin was a Spatial and Numeric Data Librarian, also at the University of Michigan. He completed a Master’s of Science of Information at the University of Michigan School of Information with a focus on Information Analysis and Retrieval and his Ph.D. in Communications at the European Graduate School.

**Amy Lennex** has worked in the publishing industry for nearly 20 years editing series nonfiction, middle-grade fiction, and picture books. She’s also the author of *Personal Data Management*, part of the eight-book Data Geek series published by Cherry Lake Publishing. She provided project management and editing support for the Supporting Librarians in Adding Data Literacy Skills to Information Literacy Instruction project.

**Jo Angela Oehrli** is a former high school and middle school teacher who helps students find information on a wide range of topics as a Learning Librarian at the University of Michigan Libraries — Ann Arbor. In addition, she supports the students in the Women in Science and Engineering Residential Program and the students in the Michigan Research Community Residential Program as well as undergraduates across campus. She has published articles on library instruction, served as Chair of ALA LIRT’s Top Twenty Committee, serves on the ACRL Instruction Section Executive Board & the LOEX Advisory Board, and has worked as
an adjunct lecturer for UM’s School of Information & the College of Literature, Science and the Arts. She also supports the research and instructional needs for those throughout the university community who are studying children’s literature at any level.

**Justin Schell** is the Director of the Shapiro Design Lab, a peer learning and project design community at the University of Michigan Library. As a core member of the Data Rescue project, he has helped organize more than 40 events around the country since January 2017. He holds a Ph.D. from the University of Minnesota’s Comparative Studies in Discourse Society, where he worked as part of the Digital Content Library and at the Immigration History Research Center. After completing his degree, he was a Council of Library and Information Resources Postdoctoral Fellow from 2013-2015 at the University of Minnesota Library. During his Fellowship, he developed and directed the DASH (Digital Arts Science + Humanities) program. In conjunction with the Givens Collection of African American Literature, he founded the Minnesota Hip-Hop Archive, a nearly 500-item collection of materials from the history of hip-hop in Minnesota. Schell is also a filmmaker and media artist. In addition to a number of short films, he directed *We Rock Long Distance*, a feature-length documentary film that weaves together the stories of three Minnesota hip-hop musicians with roots far beyond the “Land of 10,000 Lakes.” He also did visual projections for the dance opera *Test Pilot*, about the Wright Brothers and their sister Katharine, in collaboration with composer Jocelyn Hagen and choreographer Penelope Freeh.

**Jole Seroff** is Director of Library and Information Services at Castilleja School in Palo Alto, California. She began her career in urban public schools in Memphis, Tennessee. She collaborates with faculty to infuse curriculum with research skills and a focus on intellectual freedom. She also implements humanities-based, hands-on learning through letterpress printing. She is lover of poetry, and works closely with student writers. In her free time, she enjoys birding, museums, and factory tours.
Susan Smith is Library Director at The Harker School in San Jose, California, where she has worked for 12 years. She holds an MLIS from San Jose State University, and a BA from Duke University. Smith oversees a team of seven professional librarians on four campuses, preschool through high school, where information literacy is embedded across the disciplines as librarians collaborate with teachers on hundreds of lessons each year. Teaching research skills in a rigorous college prep environment, Smith is committed to teaching data literacy to K-12 students and providing teachers with the professional development necessary to support such instruction. She frequently speaks at San Francisco Bay Area and national conferences on professional development, information literacy, and news literacy. Publications include co-authoring “An Argument for Disciplinary Information Literacy” in Knowledge Quest May/June 2016, and “Growing Information Literacy School–Wide,” published in Growing Schools: Librarians as Professional Developers, edited by Debbie Abilock, Kristin Fontichiaro, and Violet Harada (Libraries Unlimited 2012).

Tierney Steelberg received her Master of Science in Information in 2016 from the University of Michigan School of Information, where she specialized in library and information science. She is currently the Instructional Technology Librarian at Guilford College.

Wendy Steadman Stephens is an Assistant Professor and School Library Program Chair at Jacksonville State University. A high school librarian for fifteen years, she earned National Board Certification in Library Media in 2008. A past president of the Alabama Library Association, she has served as ALA Councilor-at-Large, on the EMIERT Executive Board, and on the United States Board on Books for Young People Board of Directors, and was chosen as an ALSC Bechtel fellow in 2016. She has a Ph.D. from University of North Texas, and dissertation research focused on the interaction of reading practice and student attitudes surrounding literacy and libraries.
Martha Stuit is Reference Librarian at Delta College. She was the 2015-2016 project assistant on the Supporting Librarians in Adding Data Literacy Skills to Information Literacy Instruction project. She is a former reporter.

Samantha “Sam” Viotty is a multimedia artist and curriculum designer for social equity. A New York City native, she has always used urban landscapes and environments to ignite her creativity. Samantha is a staunch advocate for increased diverse representation in all sectors and this is the theme of her artistic and educational work. More recently, her work focuses on incorporating data in a creative way to further understand and combat social injustices. Sam’s artistic career has revolved around youth and community work as a teaching artist, empowering youth to create and amplify their voice. She has worked on several projects over the past year that incorporate education, technology and creativity for social change, including DIY Data Literacy. Sam holds a Master of Arts in Civic Media, Art and Practice from the Engagement Lab at Emerson College, where she designed a creative data literacy curriculum for local public libraries.

Connie Williams is a National Board Certified Teacher Librarian and taught in junior high and high school libraries in Petaluma, California. She is a past president of the California School Library Association, a governor appointee to the California State Library Services Board, and a member of the ALA Government Documents Round Table Government Information for Children Committee. She has authored articles and chapters on school library advocacy, infographics, primary sources, and the Question Formulation Technique. Connie is an Adjunct Librarian and Instructor at the Santa Rosa Junior College and works at the Sonoma County Public Library. She blogs for Knowledge Quest at: http://knowledgequest.aasl.org/author/cwilliams/.
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